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ABSTRACT
This paper is concerned with the problem of generalizing theorems about recursively defined functions, so as to make these theorems amenable to proof by induction. Some generalization heuristics are presented for certain special forms of theorems about functions specified by certain recursive schemas. The heuristics are based upon the analysis of computational sequences associated with the schemas. If applicable, the heuristics produce generalizations that are guaranteed to be theorems.

INTRODUCTION
This paper deals with the generalization of theorems arising from the analysis of recursive definitions. The theorems of concern here express the properties of functions computed by instances of certain recursive program schemas. To prove these theorems, one usually needs to invoke some form of induction. However, one often encounters cases when induction fails. That is, it turns out that, as originally posed, a given theorem is too weak to be usable in the induction hypothesis for carrying out the induction step. In such cases, it is of interest to find a more general theorem for which induction would succeed.

Manna and Waldinger [8] describe the theorem generalization problem, and mention the heuristic of replacing a constant by a variable and a variable by another variable. Aubin [1, 2] discusses in detail the method of attempting to replace some constant with an expression describing the possible values that the corresponding argument could assume. Another type of heuristics is exemplified by the method of Greif and Waldinger [5], in which the symbolic execution of the program for its first few terms is followed by pattern matching to find a closed form expression which generates the series so obtained. Much has been contributed to the generalization problem by Boyer and Moore [3, 4, 10]. In their work, expressions common to both sides of an equality are replaced with a new variable. This has turned out to be quite a powerful method in actual practice.

NOTATION
To express programs and schemas, we use the notation for recursive schemas given in Manna[7, p. 319], with the following convention for letter usage: \(u = z\) for individual variables (input, output, and program variables), \(c\) for individual constants, \(F = f, h, n\) for function variables, and \(p, q\) for predicate variables. Subscripts and primes may also be added to these letters. In general, these symbols stand for vectors rather than single items. Following Moore [10], we distinguish two classes of program variables: “recursion variables”, denoted by unsubscripted \(y\) or \(y\) subscripted with smaller integers, which are used in predicates (loop termination tests), and “accumulators”, denoted by \(y\) subscripted with larger integers, which are used in forming results but not used in termination tests.

GENERALIZATION SCHEME I
Suppose we are given a recursive schema:
\[ z = F(x, c), \] (1)
\[ F(y_1, y_2) \rightarrow \text{if } p(y_1) \text{ then } y_2 \text{ else } f(y_1, g(y_1, y_2)) \]
Further suppose that for a given interpretation of \( c, p, f, g \) the schema computes a known function \( G \). That is, for all \( x \) for which \( G(x) \) is defined, we would like to prove

\[
F(x, c) = G(x) \tag{2}
\]

We denote by \( f^i(x) \), \( i > 0 \), the expression \( f(f(...f(x)...)) \) in which there are \( i \) successive applications of \( f \). Further, we denote by \( y_1^{(i)}, y_2^{(i)}, i > 0 \), the values of the variables \( y_1, y_2 \) on the \( i \)-th iteration of (1), taking \( y_1^{(0)}, y_2^{(0)} \) to mean \( x \) and \( c \), respectively. If, for a given argument \( x \), the value of \( F(x, c) \) is defined, then there must exist an integer \( k \) such that each of \( p(y_1^{(k)}), p(y_2^{(k)}), \ldots, p(y_2^{(k+1)}) \) is false and \( p(y_2^{(k+1)}) \) is true, and the following equalities hold:

\[
y_1^{(i)} = f^i(x), \quad y_2^{(i)} = g(f^{i-1}(x), g(f^{i-2}(x), \ldots, g(f(x), g(x, c)) \ldots))
\]

for \( 0 \leq i \leq k \), and

\[
F(x, c) = y_2^{(k+1)} = g(f^k(x), g(f^{k-1}(x), \ldots, g(f(x), g(x, c)) \ldots))
\]

Note that the depth of recursion, that is the value of \( k \), depends only on \( x \) and not on \( c \).

Suppose we can find two functions \( h_1 \) and \( h_2 \) with the property

\[
g(u, h_1(v, w)) = h_1(g(u, v), h_2(u, v, w)). \tag{3}
\]

If we wish to generalize (2) by replacing \( c \) with \( h_1(c, z) \), then the final value of \( y_2 \) will be

\[
g(f^k(x), g(f^{k-1}(x), \ldots, g(f(x), g(x, c)) \ldots)).
\]

Using (3) repeatedly to move \( h_1 \) outwards across \( g \), we can rewrite this as

\[
h_1(y_1^{(k+1)}), \quad h_2(f^k(x), y_2^{(k)}), \quad h_2(f^{k-1}(x), y_2^{(k-1)}), \ldots, \quad h_2(f(x), y_2^{(2)}), h_2(f(x), g(x, c), h_2(x, c, z)))
\]

The first argument of \( h_1, y_1^{(k+1)} \), is equal to \( F(x, c) \), and the second argument of \( h_1 \) is the iteration of \( h_2 \) with the first and second arguments having the same values as they have during the evaluation of \( F \). Using the definition of \( F \), we can define a new function \( H \) so that \( H(x, c, z) \) equals the second argument of \( h_1 \) in (4). This \( H \) is defined as follows:

\[
H(y_1, y_2, y_3) = \begin{cases} 
  y_3 & \text{if } p(y_1) \text{ then } y_3 \\
  H(f(y_1), g(y_1, y_2), h_2(y_1, y_2, y_3)) & \text{else}
\end{cases}
\]

The generalization of a theorem should be an expression (relaion) which

\[
\begin{align*}
& \text{a) we believe is in fact a theorem} \\
& \text{b) has the original theorem as an instance} \\
& \text{c) is easier to prove.}
\end{align*}
\]

We propose

\[
F(x, h_1(c, z)) = h_1(G(x), H(x, c, z)) \tag{5}
\]

as a generalization of (2). The following result states that the condition (a) is satisfied, that is, (5) is indeed true.

Theorem 1: Let \( f, g, G \) be some previously defined functions, and \( F, H \) be defined by the schemas

\[
F(y_1, y_2) = \begin{cases} 
  y_2 & \text{if } p(y_1) \text{ then } y_2 \\
  F(f(y_1), g(y_1, y_2)) & \text{else}
\end{cases}
\]

\[
H(y_1, y_2, y_3) = \begin{cases} 
  y_3 & \text{if } p(y_1) \text{ then } y_3 \\
  H(f(y_1), g(y_1, y_2), h_2(y_1, y_2, y_3)) & \text{else}
\end{cases}
\]

If

\[
F(x, c) = G(x)
\]

and there exist functions \( h_1 \) and \( h_2 \) satisfying

\[
g(u, h_1(v, w)) = h_1(g(u, v), h_2(u, v, w))
\]

then

\[
F(x, h_1(c, z)) = h_1(G(x), H(x, c, z))
\]

holds. \( \square \)

This theorem can be proved by first showing that under its conditions and definitions, it is the case that

\[
F(x, h_1(w, z)) = h_1(F(x, w), H(x, w, z)).
\]

The condition

\[
g(u, h_1(v, w)) = h_1(g(u, v), h_2(u, v, w))
\]

does not guarantee that the original theorem is an instance of the generalized theorem. In general, it is difficult to state how to derive \( h_1 \) and \( h_2 \) so that the original theorem is an instance of the more general equation (5). Nevertheless, we can state a sufficient condition for it:

Theorem 2: Under the definitions and conditions of Theorem 1, a sufficient condition that \( F(x, c) = G(x) \) is an instance of \( F(x, h_1(c, z)) = h_1(G(x), H(x, c, z)) \) is that there exist an \( r \) such that

\[
h_1(u, r) = u \quad \text{and} \quad h_2(u, v, r) = r \tag{6}
\]

for all \( u \) and \( v \). \( \square \)
Although (6) is not a necessary condition, experience suggests that it is a natural and easily satisfied requirement. Also, although at present there is no systematic way of finding \( h_1 \) and \( h_2 \) (if they exist at all), there are often natural candidates for these functions, such as addition, multiplication or append for \( h_1 \) and projection functions for \( h_2 \). Note also that while we have only considered theorems of the type \( F(x, c) = G(x) \) for simplicity, the method can be used for some more complicated cases such as \( F(m(x), k(x)) = G(x) \).

A more restrictive heuristic than that given by Theorems 1 and 2, but one which is particularly simple to use, is described by the following:

**Theorem 3:** Let \( f, g, G \) be some previously defined functions, and \( F \) be defined by the schema

\[
F(y_1, y_2) = \begin{cases} 
  p(y_1) \text{ then } y_2 & \text{else } F(f(y_1), g(y_1, y_2)).
\end{cases}
\]

If

\[
F(x, c) = G(x)
\]  

(7)

and there exists a function \( h \) and a constant \( r \) such that

\[
g(u, h(v, w)) = h(g(u, v), w)
\]

\[
h(u, r) = u, \text{ for all } u,
\]

then it is the case that

\[
F(x, h(c, z)) = h(G(x), z).
\]

(8)

Furthermore, (7) is an instance of (8). \( \square \)

**Example 1:** Let the function \( \text{rev}(x) \) be defined by

\[
\text{rev}(y_1, y_2) = \begin{cases} 
  \text{null}(y_1) \text{ then } y_2 & \text{else } \text{rev}(\text{cdr}(y_1), \text{cons}(\text{car}(y_1), y_2)).
\end{cases}
\]

When we try to prove the property

\[
\text{rev}(x, \text{nil}) = \text{reverse}(x)
\]

(9)

by induction on \( x \) (\( \text{reverse} \) being the usual LISP function), we find that the induction step cannot be carried through. To apply the generalization method given above, we observe that

\[
p(y_1) = \text{null}(y_1), \quad f(y_1) = \text{cdr}(y_1),
\]

\[
g(y_1, y_2) = \text{cons}(\text{car}(y_1), y_2).
\]

We now look for a function \( h \) satisfying

\[
g(u, h(v, w)) = h(g(u, v), w)
\]

that is,

\[
\text{cons}(\text{car}(u), h(v, w)) = h(\text{cons}(\text{car}(u), v), w)
\]

and also, for some \( r \) and all \( u,
\]

\[
h(u, r) = u.
\]

The simple choice \( h(u, v) = \text{append}(u, v) \) (with \( \text{nil} \) for \( r \)) satisfies the above conditions. The generalization of property (9) is thus found to be

\[
\text{rev}(x, \text{append}(\text{nil}, z)) = \text{append}(\text{reverse}(x), z),
\]

that is,

\[
\text{rev}(x, z) = \text{append}(\text{reverse}(x), z).
\]

This property is provable by induction on \( x \) with the usual definitions of \( \text{append and reverse} \).

**Example 2:** Let \( F(y_1, y_2, y_3) \) be defined by

\[
F(y_1, y_2, y_3) = \begin{cases} 
  \text{if } \text{odd}(y_1) \text{ then } y_2 & \text{else } y_2^* y_3 
\end{cases}
\]

Here, \( y_1 \) is the recursion variable, and \( y_2, y_3 \) are accumulators. We have

\[
f(y_1, y_2) = y_1 \text{ div } 2, \quad y_2^* y_3
\]

\[
g(y_1, y_2, y_3) = \text{if } \text{odd}(y_1) \text{ then } y_2^* y_3 \text{ else } y_3.
\]

We look for a function \( h \) which satisfies

\[
g(u, v, h(w, z)) = h(g(u, v, w), z),
\]

that is,

\[
\text{if } \text{odd}(u) \text{ then } v * h(w, z) \text{ else } h(w, z),
\]

\[
h(u, r) = u.
\]

To satisfy these requirements, we can simply take \( h(u, v) = u \cdot v \) (with \( r=1 \)). It is now easy to see that the property

\[
F(x_1, x_2, 1) = x_1^{x_2}
\]

generalizes to the induction-provable property

\[
F(x_1, x_2, z) = (x_1^{x_2})^z.
\]

**GENERALIZATION SCHEME II**

Suppose we have to prove

\[
F(x, c, c') = G(x), \quad \text{where}
\]

\[
F(y_1, y_2, y_3) = \begin{cases} 
  \text{if } y_1 = y_2 & \text{then } y_3 
  \text{else } F(y_1, f(y_2), g(y_2, y_3))
\end{cases}
\]

To prove this theorem, we need to carry out induction on \( y_2 \). But this would be impossible because the initial value of \( y_2 \) is constant. Therefore we must generalize (10) by replacing \( c \) with a more general term. In the previous heuristics, we replaced a constant \( c \) with a function \( h(c, z) \) and then tried to determine the influence of this change of initial value on the final result. It was easy to see how the change of initial value of an accumulator propagated through the entire computation, because of the limited role played by an accumulator in the function evaluation.
It is harder to apply the same strategy to a recursion variable. The initial value of a recursion variable determines the depth of recursion, and at each level of recursion, the value of a recursion variable also affects the final result of computation. Consequently, the change in the initial value of a recursion variable has a much more complicated influence on the computation. So the function $h$ must be chosen more carefully, and in fact our choice now is quite limited. A good strategy would be to replace $c$ with an expression describing all possible values that this recursion variable can take on during the computation of $F(x, c, c')$. Suppose we can derive the values of the recursion variable and the accumulator at the recursion depth $z$, say $h(z)$ and $H(z)$, respectively. If (10) holds, then

$$F(x, h(z), H(z)) = G(x)$$

would be a good generalization, likely provable by induction on $z$ (that is, on the depth of recursion). To find suitable candidates for $h(z)$ and $H(z)$, we observe that

$$F(x, c, c') = F(x, f(c), g(c, c'))$$

if $c 
eq x$,

$$F(x, f^2(c), g(f(c), g(c, c'))),$$

if $f(c) 
eq x$,

$$F(x, f^i(c), g(f^{i-1}(c), g(f^{i-2}(c), ..., g(c, c')...)))$$

(11)

if $i < i_{\min} = \min \{ i \mid f^i(c) = x \}$.

Thus, $H(i) = g(f^{i-1}(c), g(f^{i-2}(c), ..., g(c, c')...))$. On the other hand, for $i = i_{\min}$, we also have

$$G(f^i(x)) = G(f^{i-1}(x), g(f^{i-2}(c), ..., g(c, c')...))$$

So $H(i)$ can simply be replaced by $G(f^i(c))$. We are thus led to the following

**Theorem 4:** Let $F$ be defined by (10), $G$ be some previously defined function, and let

$$i_{\min} = \min \{ i \mid f^i(c) = x \},$$

$h(z)$ - if $z = 0$ then $c$ else $f(h(z - 1))$.

Then

$$F(x, h(z), H(z)) = G(x)$$

for $0 \leq z \leq i_{\min}$ (12)

if $F(x, c, c') = G(x)$.

**Example 3:** Let the definition of a function $F$ be given as

$$F(y_1, y_2, y_3) - \begin{cases} 
\text{if } (y_1 = y_2) & \text{then } y_3 \\
\text{else } F(y_1, y_2 + 1, (y_2 + 1)y_3) 
\end{cases}$$

We define $h$ by

$$h(z) - \begin{cases} 
0 & \text{if } z = 0 \\
(h(z - 1)) + 1 & \text{else } h(z - 1) + 1
\end{cases}$$

obtaining, simply, $h(z) = x$. Also in this case we have

$$i_{\min} = \min \{ i \mid (i=x) \} = x.$$

So we can generalize

$$F(x, 0, 1) = x!$$

into

$$F(x, z, z!) = x! \quad \text{for } 0 \leq z \leq x.$$
Example 4: Let the functions $M$ and $F$ be defined as follows:

$M(y_1, y_2) =$  
  if $y_1 < y_2$ then $y_2$ else $M(y_1, 2y_2)$

$F(y_1, y_2, y_3, y_4) =$  
  if $(y_1 = y_2)$ then $< y_3, y_4 >$
  else $(y_3 \geq y_2 \text{ div } 2)$

  then $F(y_1, y_2 \text{ div } 2, y_3, y_2 - y_2 \text{ div } 2, 2y_4 + 1)$

  else $F(y_1, y_2 \text{ div } 2, y_3, y_2)$.

Since $(2y_2) \text{ div } 2 = y_2$, we can apply the above method, generalizing

$F(x_2, M(x_1, x_2), x_1, 0) = < x_1 \text{ mod } x_2, x_1 \text{ div } x_2 >$

into

$F(x_2, h(x_1, x_2), x_1 \text{ mod } h(x_2, x_1), x_1 \text{ div } h(x_2, x_1))$

$= < x_1 \text{ mod } x_2, x_1 \text{ div } x_2 >$ for $0 \leq z \leq l_{min}$,

where

$h(y_1, y_2) =$  
  if $y_2 = 0$ then $y_1$ else $2h(y_1, y_2 - 1)$,

that is,

$h(y_1, y_2) = 2^{l_2}y_1$.

CONCLUSION

We have discussed the problem of generalizing theorems about recursively defined functions in such a way that the generalized form of the theorems is more amenable to proof by induction. We have presented, motivated, and illustrated some heuristics for carrying out the generalization for certain patterns of theorems and recursive definitions.

Our heuristics are given in terms of definitional schemas. Given a functional definition, we try to find a matching schema and look for certain auxiliary functions satisfying some conditions dependent on the schema. This seems to be a systematic approach, as opposed to the ad hoc approach of, say, replacing constants by expressions. Furthermore, our generalization heuristics have been derived by analyzing recursive computational sequences. Whenever these heuristics apply, the generalized theorems are true if and only if the original theorems are true. This is not the case with the heuristics currently found in the literature. It may be possible to apply similar generalization methods to other types of definitional schemas, and develop a catalog of heuristics for different patterns of recursive definitions.
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