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ABSTRACT

In the absence of specific relevance information, the traditional assumption in the study of analogy has been that the most similar analogue is most likely to provide the correct solutions; a justification for this assumption has been lacking, as has any relation between the similarity measure used and the probability of correctness of the analogy. We show how a statistical analysis can be performed to give the probability that a given source will provide a successful analogy, using only the assumption that there are some relevant features somewhere in the source and target descriptions. The predicted variation of the probability with source-target similarity corresponds closely to empirical analogy data obtained by Shepard for human and animal subjects for a wide variety of domains. The utility of analogy by similarity seems to rest on some very fundamental assumptions about the nature of our representations.*

I INTRODUCTION

Analogical reasoning is usually defined as the argument from known similarities between two things to the existence of further similarities. Formally, we can define it as any inference following the schema

\[ P(S, W), P(T, W), Q(S, Y) \rightarrow Q(T, Y) \]

(see [Russell 86b]) where T is the target, about which we wish to know some fact Q (the query); S is the source, the analogue from which we will obtain the information to satisfy Q by analogy, P represents the known similarities given by the shared attribute values W. P and Q can be arbitrary predicate calculus formulæ.

An innumerable number of inferences have this form but are plainly silly; for example, both today and yesterday occurred in this week (the known similarity), yet we do not infer the further similarity that today, like yesterday, is a Friday. The traditional approach to deciding if an analogy is reasonable, apparently starting in [Mill 72], has been to say that each similarity observed contributes some extra evidence to the conclusion; this leads naturally to the assumption that the most suitable source analogue is the one which has the greatest similarity to the target. Thus similarity becomes a measure on the descriptions of the source and target. However we define the similarity measure, it is trivially easy to produce counterexamples to this assumption. Moreover, Tversky's studies [Tversky 73] show that similarity does not seem to be the simple, two-argument function this na"{i}ve theory assumes. One can convince oneself of this by trying to decide which day is most similar to today.

The theory of determinations ([Davies & Russell 86], [Russell 86b]) gives a first-order definition to the notion of the relevance of one fact to another, given that the known similarities are (partially) relevant to the inferred similarity, the analogical inference is guaranteed to be (partially) justified. The fact that P is relevant to Q is encoded as a determination, written as \( P(x, w) \rightarrow Q(x, y) \) and defined as

\[ P(x, w) \land P(z, w) \land Q(x, y) \Rightarrow Q(z, y). \]

With this information, the overall similarity becomes irrelevant.

When the similarity is insufficient to determine the query at hand, i.e., we have no idea which of the known facts might be relevant, the theory does not apply. However, it still seems plausible that the most similar source is the best analogue. What has been lacking in previous theories of analogy by similarity is any attempt to justify this assumption; the analysis in this paper hopes to rectify this situation. Since an inference by analogy is still an inference, the justification must take the form of an argument as to why a conclusion from similarity is any better than a random guess; better still, the theory should be able to assign a probability to the conclusion given the truth of the premises. The object of this paper is thus to compute (or at least sketch) the relationship between the measure of similarity between two objects, and the probability that they share a further, specified similarity.

The principal problems which need to be solved before such a theory can be constructed are:

1) A reasonable way must be found to circumscribe the source and target descriptions. Without this, the sets of facts to be compared are essentially without limit.
2) A similarity measure must be defined in such a way as to be (as far as possible) independent of the way in which the source and target are represented.
3) We must identify the assumptions needed to relate the similarity measure to the desired probability.

The precise similarity measure itself is not important; in fact, it is essentially meaningless. If we have a different similarity measure, we simply need to relate it in a different way to the probability of correctness of the analogy. Thus we will not be attempting to define a similarity measure that is more plausible than those proposed previously.

The essence of our approach is to show that analogy to a maximally similar source can be justified in the absence of any applicable determination by showing that such a source is the most likely to match the target on the properties which are relevant to the query (even though the identity of these
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properties is unknown). If a source matches the target on all relevant features, an analogy from that source is assumed to be correct.

We first calculate the probability of such a match for the simple case of an attribute-value representation in which the relevance of any attribute is equally likely a priori; initially this is done assuming a fixed number of relevant features, and then we incorporate the assumption of a probability distribution for the number of relevant features. The result of the analysis is a quantitative prediction of the probability of correctness of an analogy from a given source as a function of the overall similarity of that source to the target. The prediction bears a very close resemblance to the empirical 'stimulus generalization probability' (the psychological term for the probability we are trying to calculate) measured in animal and human experiments.

In a subsequent section we attempt to relax the simple representational assumptions to allow the theory to apply to the general case. We conclude with a discussion of the difficulties inherent in such a task, and an indication of how similarity can be combined with determination-based reasoning to create a more general theory of analogy.

II THE SIMPLE MODEL

A simplified model for analogy in a database is this: we have a target $T$ described by $m$ attribute-value pairs, for which we wish to find the value of another attribute $Q$. We have a number of sources $S_1, \ldots, S_n$ (analogues) which have values for the desired attribute $Q$ as well as for the $m$ attributes known for the target.

Define the similarity $s$ as the number of matching attribute values for a given target and source. The difference $d = m - s$.

The parameter attached to each curve is the number of relevant attributes, $r$.

The probability that source with nonmatching attributes is correct $p(d, r)$.

Fig. 1 $p(d, r)$ for $r = 1, 3, 5, 10, 20$

Assume that there are $r$ attributes relevant to ascertaining the value of $Q$, and that the relevant attributes are all included somewhere in the target descriptions. This is equivalent to saying that the conjunction of all the attributes in the description is sufficient to determine the query (but since not all the attribute values match we cannot use this to conclude the desired similarity with certainty). Thus the solution to the problem of circumscribing the source and target descriptions is to limit them to the attributes contained in the left-hand side of the least specific determination available for the query at hand.

Define $p(d, r)$ to be the probability that a source $S$, differing from the target on $d$ attributes, matches it on the $r$ relevant attributes. In the first instance, we assume that all attributes are equally likely to be relevant. We can thus calculate $p(d, r)$ using a simple combinatoric argument: the number of choices of which attributes are relevant such that $S$ matches $T$ on those attributes is $(m - d)$ choose $r$; the total number of choices of which attributes are relevant is $m$ choose $r$; the value of $p(d, r)$ is the ratio of these two numbers:

$$p(d, r) = \frac{(m - d)}{m} \choose r \quad (r \geq 1)$$

For any $r$, this function drops off with $d (= m-s)$, monotonically and concavely, from 1 (where $d=0$) to 0 (where $d > m-r$). Thus the most similar analogue is guaranteed to be the most suitable for analogy. Figure 1 shows $p(d, r)$ for values of $r$ of 1, 3, 5, 10, 20 with the total number of attributes $m = 30$. As we would expect, the curve narrows as $r$ increases, meaning that a higher number of relevant attributes necessitates a closer overall match to ensure that the relevant similarities are indeed present.

III ALLOWING $r$ TO VARY

The assumption of a fixed value for the number of relevant features seems rather unrealistic. The most general assumption we can make is that $r$ follows a probability distribution.

$q(r) = \text{constant}$

$q(r) \propto e^{-r}$

Figure 2 $p(d)$ given various assumptions about $q(r)$
example we could assume that there are equally likely to be an extra degree of freedom into the theory, we find that the results are reasonable whilst 25 is unlikely. Although this introduces an assumption to be relaxed. The idea is to reduce each attribute to a collection of uniform mini-attributes; if the original assumptions hold for the mini-attributes, our problem will be solved. Unfortunately, the task is non-trivial.

The first difficulty is that we can only assume equal relevance likelihood if the \( p(d,r) \) contains combinatoric functions, so it will not scale. Hence our predicted probability will depend on the base of the logarithms chosen is of course totally arbitrary — we would still have uniform mini-attributes if we used log*.

In one-bit attribute has a significance of 1. At first sight, it seems that we have succeeded in breaking down our complex features into uniform elements, all of which are equally likely to be relevant, so all the earlier results should still apply. However plausible this may seem, it is simply false. The base of the logarithms chosen is of course totally arbitrary — we would still have uniform mini-attributes if we used log*.

This mean halving our values for \( m \), \( r \) and \( s \); but the formula for \( p(d,r) \) contains combinatoric functions, so it will not scale. Hence our predicted probability will depend on the base we choose for the logarithms! This is clearly unsatisfactory. What we have done is to neglect an important assumption made in using the combinatorial argument, namely that 'attributes' is equally likely to be relevant is no longer tenable, however. In this section we will discuss some ways in which the similarity measure might be modified in order to allow this assumption to be relaxed. The idea is to reduce each attribute to a collection of uniform mini-attributes; if the original assumptions hold for the mini-attributes, our problem will be solved. Unfortunately, the task is non-trivial.

The first difficulty is that we can only assume equal relevance likelihood if the \( p(d,r) \) contains combinatoric functions, so it will not scale. Hence our predicted probability will depend on the base of the logarithms chosen is of course totally arbitrary — we would still have uniform mini-attributes if we used log*.

This mean halving our values for \( m \), \( r \) and \( s \); but the formula for \( p(d,r) \) contains combinatoric functions, so it will not scale. Hence our predicted probability will depend on the base we choose for the logarithms! This is clearly unsatisfactory. What we have done is to neglect an important assumption made in using the combinatorial argument, namely that...
the relevant information consisted of a set of whole features. If we allow it to consist of a collection of sub-elements of various features, then clearly there are many more ways in which we can choose this set. The plausibility of the simple model rests in our unstated assumption that the attributes we use carve up the world in such a way as to correctly segment the various causal aspects of a situation. For example, we could represent the fact that I own a clapped-out van by saying

\[ \text{OwnsCar(SJR, '3DodgeSportsmanVanB318')} \]

using one feature with a richly-structured set of values; but for most purposes a reasonable breakdown would be that I own a van (for other people's moving situations), that it's very old (for long-distance trip situations), that it can seat lots of people (for party situations), that it's a Dodge (for frequent repair situations) and that it's virtually worthless (for selling situations). Few situations would require further breakdown into still less specific features. In some sense, therefore, we will require a theory of natural kinds for features as well as for objects.

If it is the case that humans have succeeded in developing such well-tuned representations, then it is indeed reasonable for us to assume that the relevant information, which corresponds to the part of the real-world situation which is responsible for

---

Fig. 3 Plots of analogical response probability (S) against source-target difference (D) from [Shepard 81].
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determining the queried aspect, will consist of a set of discrete features corresponding to the various possible causal factors present. This of course raises a vast throng of questions, not least of which is that of how an AI system is to ensure that its representation has the appropriate properties, or even it can know that it does or doesn't. The subject of the semantic implications of using a particular representation is also touched upon in [Russell 86a], where we tie it in to the process of vocabulary acquisition; a real understanding is still far beyond our reach, but an appreciation of the problem, and the areas on which it impinges, is a first step.

VI CONCLUSIONS

The first steps toward a quantitative analysis of the probability of correctness of an analogy as a function of the source-target difference have been presented, giving the first justification for the maximal similarity heuristic. Although several difficult problems remain, it may be possible to define a representation-independent similarity measure on reliably circumscribed object descriptions. The empirical verification of the theory by Shepard's results is extremely good, in the sense that it shows that humans and animals possess a rational ability to judge similarity which has evolved, presumably, because of the optimal performance of its predictions given the available information. Shepard's explanation of the results and our own are somewhat complementary in that he deals with unanalyzed stimuli whereas our model assumes a breakdown into features. Given the usual nature of AI representations, this is well-suited for our purpose of constructing a computational theory of analogy and a generally useful analogy system for AI. We intend to further explore the implications and loose ends of the theory by performing large numbers of analogies in an AI database of general knowledge (Lenat's CYC system; see [Lenat et al 86]). A further goal is to integrate analogy by similarity with the determination-based analogical reasoning theory. We anticipate three forms of integration:

1) overconstrained determinations will circumscribe broad classes of potentially relevant features; we reason by similarity within these constraints if no exact match can be found;
2) probabilistic determinations can add weights to the contributions of individual attributes to the overall similarity total;
3) observation of an unexpectedly high similarity can initiate a search for a hitherto unknown regularity to be encoded as a new determination.

When intelligent systems embodying full theories of limited rationality are built, an ability to perform analogical reasoning using both determinations and similarity will be essential in order to allow the system to use its experience profitably. Analogy by similarity also seems extremely well suited to the task of producing reliably fast, plausible answers to problems, particularly in a parallel environment. It is hoped that the ideas in this paper have gone some way towards realizing this possibility, although it is clear that more questions have been raised, some of them for the first time, than have been answered.
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