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Abstract

A model is presented for the class of inductive inference problems that are solved by refinement algorithms — that is, algorithms that modify a hypothesis by making it more general or more specific in response to examples. The separate effects of the syntax (rule space) and semantics, and the relevant orderings on these, are precisely specified. Relations called refinement operators are defined, one for generalization and one for specialization. General and particular properties of these relations are considered, and algorithm schemas for top-down and bottom-up inference are given. Finally, difficulties common to refinement algorithms are reviewed.

Introduction

The topic of this paper is the familiar problem of inductive learning: determining a rule from examples. Humans exhibit a striking ability to solve this problem in a variety of situations — to the extent that it is difficult to believe that a separate algorithm is at work in each case. Hence, in addition to the problems of implementing real systems that learn by example, there is the challenge of identifying fundamental principles that underlie this sort of learning.

As an illustration of the basic ideas, consider the following concept-learning problem (adapted from [Mitchell, 1982]). Objects have three attributes: size (large, small), color (red, yellow, blue), and shape (triangle, circle). A concept consists of an ordered pair of objects, possibly with some attributes left undetermined. For example, $C = (\text{large ? circle}, \text{small ? ?})$ represents the concept “a large circle of any color, and any small object”. There is a most-general concept ( $(? ? ?),(? ? ?)$) and a large number (144) of most-specific concepts (both objects fully specified). Examples, or training instances, can be positive or negative: $(\text{large blue circle}, \text{small blue triangle})$ is a positive example of the concept $C$ above, whereas $(\text{large red triangle}, \text{large blue circle})$ is a negative example. If the current hypothesis excludes a positive example, the inference procedure must generalize it; and if it includes a negative example, the procedure must make it more specific. Every domain has rules for making a hypothesis more or less general; here, a concept can be generalized by changing an attribute from a specific value to $?$, or specialized by the inverse operation.

The essential features of this simple illustration apply to many inductive learning problems in a variety of domains: formal languages and automata (e.g., [Angluin, 1982], [Crespi-Reghizzi, 1972]); programming languages (e.g., [Hardy, 1975], [Shapiro, 1982], [Summers, 1977]); functions and sequences ([Hunt et al., 1966], [Langley, 1980]); propositional and predicate logic ([Michalski, 1975], [Shapiro, 1981], [Valiant, 1984]), and a variety of representations specific to a particular domain (e.g., [Feigenbaum, 1963], [Winston, 1975]).

From the experiences of many researchers (see, for example, [Angluin and Smith, 1983], [Banerji, 1985], [Cohen, 1982], [Michalski, 1983] for summaries), a number of general guidelines have been suggested:

- Define a space of examples and a space of rules rich enough to explain any set of examples.
- Given some examples and a set of possible hypotheses, generalize the hypotheses that fail to explain positive examples, and specialize hypotheses that imply negative examples.
- If possible, represent examples in the same language used to express the rules.

Our goal is to present a formal model to unify many of the ideas common to these domains. The value of such a formalism is that the essential features of the inductive component of a projected application can be identified quickly, and basic algorithms constructed, without the need to rediscover these ideas from first principles. Another advantage is that the abstract properties and limitations common to algorithms based on this model can be identified and studied without reference to the details of a particular application.

This report is necessarily brief, with only the outlines of the principal concepts given, plus examples to illustrate their application. More details, examples, and proofs are available in the full report ([Laird, 1985]).

Inductive Inference Problems

Definition 1 An inductive inference problem has six components:

- A partially ordered set $(\mathcal{D}, \geq)$, called the semantic domain.
- A set $\mathcal{E}$ of expressions over a finitely presented algebra, called the syntactic domain.
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• A mapping \( h : \mathcal{E} \rightarrow \mathcal{D} \) such that every \( d \) in \( \mathcal{D} \) is \( h(e) \) for
some expression \( e \) in \( \mathcal{E} \).

• A designated element \( d_0 \) of \( \mathcal{D} \), called the target object.

• An oracle, \( EX \), for “examples” of \( d_0 \), in the form of signed expressions in \( \mathcal{E} \). If \( EX() \) returns \(+c\), then \( d_0 \geq h(e) \), and
if \( EX() \) returns \(-c\), then \( d_0 \not\geq h(e) \).

• An oracle \((\geq?)\) for the partial order, such that \((e_1 \geq e_2?)\)
returns \(1\) if \( h(e_1) \geq h(e_2) \), and \(0\) otherwise.

The examples below will help this definition seem less abstract. It is
more general than most definitions of inductive inference, in that target objects need not be subsets of some set; instead, they are elements of a partial ordering. Rules
are expressions over some algebra which is expressive enough to
describe every possible target object. The mapping \( h \) is the associa-
tion between rules and the objects they denote. Note that \( h \) may
map more than one expression to the same semantic element; if \( h(e_1) = h(e_2) \), then \( e_1 \) and \( e_2 \) are called \( h\)-equivalent.

Examples are elements of the same set \( \mathcal{E} \) of expressions: i.e.,
every expression in \( \mathcal{E} \) is potentially an example – positive in case its
semantic representation is no greater than the target, and negative otherwise. In practice, the set of examples is often limited to a subset of the expressions (see below). The oracle \( EX \) represents the mechanism which produces examples of the

target; in actuality, examples may come from a teacher, a random
source, a query-answering source, or combinations of these. Note that \( EX \) depends on the target object \( d_0 \).

The oracle \((\geq?)\) serves to abstract the aspect of the problem
concerned with testing whether an expression implies an example.
In practice, the complexity of this problem ranges from
easy to unsolvable. By oracularizing it we are choosing to ignore
the complexity of this problem while we study the abstract
properties of inductive inference.

Example 1 Let \( X = \{x_1, \ldots, x_t\} \) be a finite set, and \( \mathcal{D} = 2^X \),
the set of subsets of \( X \). For example, \( X \) might denote a set of
automobile attributes (sedan, convertible, front-wheel drive, etc.),
while an element of \( \mathcal{D} \) specifies those attributes possessed by
a particular model. Let \( \mathcal{D} \) be partially ordered by \( \supseteq \). The
containment relation. There are many possible languages for
representing \( \mathcal{D} \), such as the conventional one for set theory. A
more algebraic language is a Boolean algebra over the elements
\( x_1, \ldots, x_t \) with elements of \( \mathcal{D} \) represented by monomials of degree
\( t \) \((\text{minterms})\). Thus the empty set is represented by \( x_1' \ldots x_t' \) \((a' \\text{denotes the complement of } a)\), and \( \{x_1\} = h(x_1'x_2'\ldots x_t') \).
This case \( h \) is a bijection between minterms and elements of \( \mathcal{D} \). If
\( m_1 \) and \( m_2 \) are minterms, then \( m_1 \) is a positive example of \( m_2 \)
every uncomplemented variable in \( m_1 \) occurs uncomplemented
in \( m_2 \).

Example 2 Let \( \mathcal{D} \) be the class of partial recursive functions
mapping integers to integers. If \( f_1 \) and \( f_2 \) are functions in \( \mathcal{D} \),
define \( f_1 \geq f_2 \) iff for every integer \( x \) such that \( f_2(x) \) is defined,
\( f_1(x) = f_2(x) \). A convenient language for representing the func-
tions in \( \mathcal{D} \) is the subset of LISP expressions mapping integers
to integers. If \( P \) is such a program, then \( h(P) \) is the partial
function computed by \( P \). Consider the function \( f(x) = x^2 \). A
positive example of \( f \) is the program \((\text{LAMBDA } x \ (\text{COND } ( (= x 2 ) 4 ))) \). Intuitively, this example states that \( f(2) = 4 \) with-
out giving any other values of \( f \). The problem of deciding for
two arbitrary programs \( P_1 \) and \( P_2 \) whether \( P_1 \geq P_2 \) is, of course,
recursively unsolvable.

The general inductive inference problem allows any expression
in \( \mathcal{E} \) to be an example. More often we are limited to a
subset of \( \mathcal{E} \) for examples (e.g., in Example 2 above, we may be
given only programs defined on a single integer rather than arbi-
trary programs). But what property guarantees that a subset
of \( \mathcal{E} \) is sufficient to identify a target uniquely?

Definition 2 Let \( \mathcal{S} \) be a set of examples of \( d_0 \). An expression
\( e \) is said to agree with \( \mathcal{S} \) if for every positive example \( e^+ \) in \( \mathcal{S} \),
\( h(e) \geq h(e^+) \), and for every negative example \( e^- \) in \( \mathcal{S} \), \( h(e) \not\geq h(e^-) \).

Definition 3 A sufficient set of examples of \( d_0 \) is a signed subset
of \( \mathcal{E} \) with the property that all expressions that agree with
\( S \) are \( h\)-equivalent and are mapped by \( h \) to \( d_0 \).

Example 3 In Example 1 above, a sufficient set of examples
for any target can be formed from only the \( t \) minterms with
exactly one uncomplemented variable. In Example 2, a sufficient
set of examples can be constructed from programs of the form:
\((\text{LAMBDA } x \ (\text{COND } ( (= x 1 ) \ j ))) \), where \( i \) and \( j \) are integer
constants.

Example 4 In many concept-learning problems, objects possess
a subset of some group of \( t \) binary attributes, and a concept
is a subset of the set of all possible distinct objects. A “ball”,
for example, might denote the concept consisting of all objects
with the “spherical?” attribute, regardless of other attributes
(“red?”, “wooden?”, etc.). As a formal expression of this domain,
let \( \{x_1, \ldots, x_t\} \) be Boolean variables, and \( \mathcal{D} \) the set of
sets of assignments of \( 0 \) or \( 1 \) to all of the variables, par-
tially ordered by \( \supseteq \). For syntax we may take the set of Boolean
expressions; \( h \) maps an expression to the set of satisfying as-
signments. Expression \( e_1 \) is an example of \( e_2 \) iff the Boolean
expression \( e_1 \rightarrow e_2 \) is a tautology \((\rightarrow \text{denotes implication})\),
then since any assignment satisfying \( e_1 \) then must also satisfy
\( e_2 \). A sufficient set of examples for any expression can be formed
from the set of minterms, since these represent a single assign-
ment.

Finally, note that for every inductive inference problem there
is a dual problem, differing only in that \( \mathcal{D} \) is partially ordered
by \( \subseteq \) (rather than \( \supseteq \)). Then \( e_1 \) is a positive example of \( e_2 \) if
\( e_2 \leq e_1 \), and a negative example otherwise.

Refinements

In most applications, the mapping \( h : \mathcal{E} \rightarrow \mathcal{D} \) is not just an
unstructured assignment of expressions to objects. Usually there
is an ordering \( \succeq \) of the expressions that is closely related to that on the underlying semantics. For example, referring again to the size-color-shape example in the introduction, we see that the syntactic operation of replacing an attribute ("red") by the don't-care token ("\( \ast \)) corresponds semantically to replacing the set of expressed objects by a larger set. The ordering \( \succeq \) may only be a quasi-ordering (reflexive and transitive but not antisymmetric). But we can still use it to advantage in computing generalizations and specializations of hypotheses, provided it has three properties: an order-homomorphism property with respect to \( h \); a computational sub-relation called a refinement; and a completeness property. These shall now be defined.

**Definition 4** Let \( \succeq \) be an ordering of \( \mathcal{E} \). The mapping \( h: \mathcal{E} \to \mathcal{D} \) is said to be an order-homomorphism if, for all \( e_1 \) and \( e_2 \) in \( \mathcal{E} \) such that \( e_1 \succeq e_2 \), \( h(e_1) \geq h(e_2) \).

**Example 5** Referring back to Example 1, let \( m_2 \geq m_1 \) if every uncomplemented variable in \( m_1 \) also occurs uncomplemented in \( m_2 \). Then \( h \) is an order-homomorphism.

In Example 2, it is not clear how to define \( P_2 > P_1 \) on arbitrary LISP programs so as to form an order-homomorphism. In [Summers, 1977], this problem is solved by restricting the class of LISP programs to have a very specific form.

**Example 6** Because of the expressiveness of predicate calculus, many systems use a first-order language \( \mathcal{L} \) (or subset thereof) as the syntactic component of the inference problem. But what is the semantic component, and how is it ordered? Example 4 is the analogous case for propositional logic, where \( \mathcal{D} \) consisted of sets of assignments, ordered by \( \subseteq \). With first-order logic, Herbrand models (i.e., sets of variable-free atomic formulas) take the place of assignments, and \( \mathcal{D} \) consists of classes of (first-order definable) Herbrand models, ordered by \( \succeq \). The sentence \( \forall x (\text{red}(x) \lor \text{large}(x)) \) designates the class of models in which everything that is large is also red.

A syntactic ordering is as follows: given sentences \( \varphi_1 \) and \( \varphi_2 \) in \( \mathcal{L} \), define \( \varphi_2 \geq \varphi_1 \) iff \( \varphi_1 \vdash \varphi_2 \) (where \( \vdash \) indicates implication). It is easy to see that \( \succeq \) is an order-homomorphism: if \( \varphi_1 \) implies \( \varphi_2 \), then any model of \( \varphi_1 \) is also a model of \( \varphi_2 \), and hence the models of \( \varphi_1 \) are a subset of those of \( \varphi_2 \).

The importance of \( \succeq \) to inductive inference is as follows: Suppose a hypothesized rule \( e \) is found to be too general in the sense that there exists a negative example \( e' \) such that \( h(e) \geq h(e') \). Then (assuming \( h \) is an order-homomorphism) any new hypothesis \( e' \) such that \( e' \succeq e \) will also be too general, and hence need not be considered. Similarly, if \( e \) is too specific, then any hypothesis \( e' \) such that \( e \succeq e' \) can be eliminated from consideration.

In order to take advantage of the efficiency induced by the syntactic ordering \( \succeq \), we need the means to take an expression and obtain from it expressions that are more general or more specific. This leads to the notion of a refinement relation.

**Definition 5** An upward refinement \( \gamma \) for \( \geq \) is a recursively enumerable (r.e.) binary relation on \( \mathcal{E} \) such that (i) \( \gamma^* \) (the reflexive-transitive closure of \( \gamma \)) is the relation \( \geq \); and (ii) for all \( e_1, e_2 \in \mathcal{E} \), if \( e_1 \succeq e_2 \in \gamma \) then \( h(e_1) \geq h(e_2) \). The notation \( \gamma(e) \) denotes the set of expressions \( e_1 \) such that \( (e_1, e) \in \gamma \).

There is a dual definition of a downward refinement \( \rho \) for an ordering \( \preceq \); \( \rho^* = \preceq \), and if \( (e_1, e_2) \in \rho \) then \( h(e_1) \preceq h(e_2) \). Nearly everything true of upward refinements has a dual for downward refinements, but to save space we shall omit dual statements.

The r.e. condition on refinements means that they can be effectively computed. Thus if \( e \) is found to be too specific, an inference algorithm can compute the set \( \gamma(e) \), and \( \gamma \) of each of these expressions, etc., in order to find a more general hypothesis. We would like to know that, by continuing to refine \( e \) upward in this way, we will eventually obtain an expression for every object \( d \) more general than \( h(e) \). This motivates the completeness property of refinements.

**Definition 6** An upward refinement \( \gamma \) is said to be complete for \( e \in \mathcal{E} \) if \( h(\gamma(e)) = \{ d \mid d \succeq h(e) \} \). If \( \gamma \) is complete for all \( e \in \mathcal{E} \) then \( \gamma \) is said to be complete.

**Example 7** In the language of Example 1, let \( \gamma(m) \) be the set of minterms \( m' \) obtained from \( m \) by uncomplementing exactly one of the complemented attributes. Thus \( \gamma(x_1 x_2 \ldots x_8) = \{(x_1 x_2 \ldots x_8), (x_1' x_2' \ldots x_8'), (x_1' x_2' \ldots x_7 x_8'), \ldots, (x_1' x_2' \ldots x_8')\} \) and \( \gamma(x_1 x_2 \ldots x_8) = \emptyset \). It is easily seen that \( \gamma \) is a complete upward refinement for minterms. A complete downward refinement for minterms \( \gamma(m) \) computes the set of minterms obtained from \( m \) by complementing one of the uncomplemented attributes.

**Example 8** Let \( \mathcal{E} \) be the set of first-order clauses (i.e., disjunctions of atomic literals or their negation) with only universal quantification, assuming some fixed language \( \mathcal{L} \). An upward refinement for \( \mathcal{E} \) (with respect to the ordering \( \succeq \) of Example 6) is as follows ([Shapiro, 1981]):

Let \( C \) be a clause. \( \gamma(C) \) is the set of clauses obtained from \( C \) by applying exactly one of the following operations:

- Unify two distinct variables \( x \) and \( y \) in \( C \) (replace all occurrences of one by the other).
- Substitute for every occurrence of a variable \( x \) a most general term (i.e., function call or constant) with fresh variables. (For example, replace every \( x \) by \( f(x_1) \) where \( f \) is a function symbol in \( \mathcal{L} \) and \( x_1 \) does not occur in \( C \).)
- Disjoin a most-general literal with fresh variables (i.e., \( p(x_1) \) or \( \sim p(x_1) \), where \( p \) is a predicate symbol and \( x_1 \) does not occur in \( C \)).

For example, let \( r(x,y) \) stand for the relation \( x \) is-a-blood-relative-of-\( y \), \( f(x) \) for the function the-father-of-\( x \), and \( m(x) \) for the function the-mother-of-\( x \). Let \( C \) be the clause \( r(x, f(y)) \rightarrow r(x, y) \), meaning that if someone is related to a person's father, then he is related to that person. The following clauses are all in \( \gamma(C) \):

- \( r(x, f(z)) \rightarrow r(x, z) \)
- \( r(m(z), f(y)) \rightarrow r(m(z), y) \)
- \( r(x, f(y)) \rightarrow (r(x, y) \lor r(z_1, z_2)) \)

Each of the derived clauses is easier to satisfy and hence has more models.
More examples of refinements over various domains are given in [Laird, 1985]. The task of constructing a refinement can be tricky, because one must ensure that all useful generalizations or specializations have been included. But given the formal definition, it is basically a problem in algebra, rather than a heuristic problem as has usually been the case for most applications. In essence, the refinement is a formal expression of the “production rules” or “generalization rules” found in many implementations (e.g., [Michalski, 1980], [Mitchell, 1977]).

Below we sketch a simple “bottom-up” algorithm for inductive inference using an upward refinement. For simplicity we assume that

1. $\gamma(e)$ is finite for all $e$. (If $\gamma$ is then said to be locally finite.)
2. There is an expression $e_{\min} \in \mathcal{E}$ such that $e > e_{\min}$ for all $e \in \mathcal{E}$.
3. $\gamma$ is complete for $e_{\min}$.

The algorithm repeatedly calls on $EX$ and tests the current hypothesis against the resulting example. If the hypothesis is too specific, it refines it, placing the more general expressions onto a queue and taking a new hypothesis from the front of the queue. If the hypothesis is too general, it discards it (with no refinement) and takes a new one from the queue. It can be shown that this algorithm will eventually converge to a correct hypothesis provided $EX$ presents a sufficient set of examples for the target.

**Algorithm UP-Infer:**

Initialize $H \leftarrow e_{\min}$.

QUEUE $\leftarrow$ empty().
EXAMPLES $\leftarrow$ empty().

**Do Forever:**

EXAMPLES $\leftarrow$ EXAMPLES $\cup$ EX().

While $H$ disagrees with any EXAMPLES:

Using the $(\geq?)$ oracle, check

that $H \geq$ no negative examples, and

$H \nless$ some positive example. If so,

add $\gamma(H)$ to QUEUE.

$H \leftarrow$ front(QUEUE).

By duality we can construct a top-down algorithm using $\gamma$ and $e_{\max}$. Other algorithms are also possible, depending on the properties of the domain and the refinements. Most inductive inference algorithms in the literature are either top-down or bottom-up ([Mitchell, 1982] suggests using both in parallel). But for some domains, one direction seems advantageous over the other. For example, when the partial order is too linear or too “flat” it is of use in searching for hypotheses. Consider, for example, the problem of finding an arithmetic recursion relation of the form $s_n = f(s_{n-1})$ to explain a sequence of integers. We might, for instance, try the hypothesis $s_n = s_{n-1} + 5$ and find that it explains only one integer in the sequence. At this point, the “less defined than or equal to” ordering used in Example 2 is no more useful for finding a more general function than a simple generate-and-test approach.

Refinement algorithms have generally performed poorly when the examples are subject to “noise” (e.g., [Buchanan and Mitchell, 1976]). They also tend to require that all examples be stored, so that later refinements can be tested to avoid over-generalization or -specialization (e.g., [Shapiro, 1982]). These two limitations
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**Limitations of the Refinement Approach**

The induction-by-refinement model is not expected to yield efficient algorithms directly since it is too general to take advantage of specific properties of the domain. Instead, the primary value of the model is the way it clarifies the important roles played by the semantic and syntactic orderings, and in the definition of the refinement operators for computing appropriate generalizations and specializations of hypotheses. Recently several researchers have been looking for efficient inference algorithms that yield (with high probability) rules whose “error” is arbitrarily small, as measured by the probability distribution governing the presentation of examples ([Valiant, 1984], [Valiant, 1985], [Blumer et al., 1986]). In many of these algorithms, a refinement operation is clearly being employed; but instead of generating all refinements $\gamma(e)$, the examples are used to reduce the set of possibilities — e.g., $\gamma(e, x)$ is computed using the example $x$, yielding more general expressions that are consistent with $x$.

There are many domains in which the partial order is too linear or too “flat” to be of much use in searching for hypotheses. Consider, for example, the problem of finding an arithmetic recursion relation of the form $s_n = f(s_{n-1})$ to explain a sequence of integers. We might, for instance, try the hypothesis $s_n = s_{n-1} + 5$ and find that it explains only one integer in the sequence. At this point, the “less defined than or equal to” ordering used in Example 2 is no more useful for finding a more general function than a simple generate-and-test approach.

These limitations

---
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are inevitably related: for, a procedure which is tolerant of faulty examples cannot expect to find a hypothesis consistent with every example seen so far and hence must be selective about the examples it chooses to retain. It is interesting to note that nearly all refinement algorithms in the literature refine in only one direction (up or down). Consequently these algorithms cannot recover if they over-refine in response to a faulty example. By contrast, an algorithm which can refine upward and downward has the potential for correcting an over-generalization resulting from a false positive example when subsequent examples so indicate (e.g., [Shapiro, 1982]).

Finally—and most serious—the refinement technique relies on a fixed algebraic language, without suggesting any way to incorporate new “terms” or “concepts” into the language. In the learning of geometric shapes, for example, we could in principle define complex patterns in terms of the elementary relations of the language (edge, circle, above, etc.,) but the description would be too complex to find by searching through the rule space $E$. By contrast, a suitable set of higher-level concepts (e.g., triangle, box, inside) could make the refinement path to a successful rule short enough to find by searching. But I am unaware of any general technique for discovering such new terms (other than having a friendly “teacher” present them explicitly). A successful model of this process would be a significant advance in the study of inductive learning.
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