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ABSTRACT

A real-time AI problem solver performs a task or a set of tasks in two phases: planning and execution. Under real-time constraints, a real-time AI problem solver must balance the planning and the execution phases of its operation to comply with deadlines. This paper provides a methodology for specification and analysis of real-time AI problems and problem solvers. This methodology is demonstrated via domain analysis of the real-time path planning problem and via algorithm analysis of DYNORAII and RTA*[1]. We provide new results on worst-case complexity of the problem. We also provide experimental evaluation of DYNORAII and RTA* for deadline compliance.

1. Introduction and Survey

A real-time AI problem solver typically needs to address response-time constraints. In lightning chess, for example, the problem solver has to search for a move in the state space, within a time limit. Any amount of time saved within a move can be used in later moves. Thus, the lightning chess problem solver has to produce responses within the deadline put on a move, or in less time than that in order to buy time for more complicated decision problems to come. Response-time constraints relate to the limitation on the total time to plan a solution and to carry out the solution. Response-time constraint problems can further be divided into two classes: deadlines and optimal response times. Deadline situations provide a certain amount of time for the system to plan a solution. The deadlines may be fixed or they may vary from case to case. Finding an optimal solution within arbitrary deadlines is hard and often NP-complete [2]. Anytime algorithms [3,4] formalize characteristics of a class of algorithms which are capable of handling variable deadlines.

Another class of response-time constraint problems impose optimality constraints on the total response-time of the system. The total response-time is the sum of the time spent on planning a solution and the time it takes to execute the solution. The optimal response-time is not achieved by planning for optimal solutions since it may incur large planning costs. A trade-off between planning time and solution quality may be used to optimize the total response-time [5].

Simple blind search algorithms like depth first search, breadth first search and depth first iterative deepening [6] are useful for problem solving in small search spaces and situations where tight deadlines are non-existent. Most real-world applications, however, face very large search spaces and, often times, constraints on response time. Classical search algorithms, such as A*[7] and IDA*[8] which guarantee optimal solutions in terms of execution times, do not guarantee meeting any constraints on response time.

Anytime algorithms characterize the requirements of decision procedures capable of meeting deadline constraints on planning time[3]. The utility of solutions planned via these algorithms increases over time. The algorithms can be terminated at any time and will return some answer at the time of termination. The answer returned improves if more time is available for planning. Meta-Greedy algorithm[9] is an anytime algorithm. It uses a sequence of evaluation functions to evaluate the promise of a node during search. A greedy approach is used to order the multiple evaluation functions. Negative local benefit from a step of planning terminates the search in that direction. The algorithm may be terminated at any time and it will produce a solution at that time.

NORA[5] uses hierarchical planning to improve the solution at hand via the set of semantic information for database query planning. NORA formalizes the trade-off between planning cost and execution cost to address constraints on the total response time. This algorithm assumes that the set of all solutions are available at planning time so it can pick one among them. It has been formally proven that the stopping criterion of NORA provides near optimal response-times.

A framework to address the more general problem of resource constraints may be built around utility theory[10,11]. This model calculates utility and disutility of certain meta-level actions. It then uses these values to reason about continuing to plan or proceeding with an action. The utility values and the probability distributions are learned through experience.

Problem solving in dynamic worlds has been addressed by RTA*[1,12]. The algorithm works in cycles of partial planning followed by execution. The complete plan to reach the goal is not worked out if planning takes a long time. The agent executes a partial plan without exploring all the consequences this commitment. RTA* uses a variation of minimax search [13], called minimin look-ahead search for partial planning. Minimin search looks forward from the current state to a fixed depth horizon and applies the heuristic evaluation function (f=g+h) of A* to the nodes at the depth frontier. The best f value is then sent back to the current node. Korf has proven that RTA* is a complete and correct algorithm, namely it finds a solution if one exists, and executing the solution will, indeed, achieve the desired results. Dynamic Near Optimal Response-time Algorithm (DYNORA)[14] was designed to address both response-time constraints and issues concerning dynamic
environments, simultaneously. As a means of characterizing response-times, DYNORA formalizes the trade-off between solution quality and planning time, which is very unique. Also, by combining partial planning with execution DYNORA adds a reactive behavior to its problem solving nature.

The research in real-time search algorithms has not provided adequate validation of the performance of the proposed algorithms. A part of analyzing a real-time algorithm must demonstrate the capability of such algorithms to handle strict time constraints. It is difficult to compare the alternative algorithms in their performance and in difficulty of formulation for specific real-world applications. This paper makes several contributions to real-time problem solving research in AI.

This paper provides a domain analysis of the real-time path planning problem, in section 2. The analyses of the problem will reveal certain constraints on how well we can expect any real-time algorithm to perform. We introduce a new real-time planning algorithm, named DYNORAII, in section 3.1. For the proposed algorithm, we provide formal and empirical performance analyses. In section 3.2 we show that the time distribution of the number of completed jobs can be used to test the capability of an algorithm to handle strict time constraints. Our empirical results, derived from experimentation on DYNORAII and other real-time planning algorithms, show that DYNORAII outperforms RTA* in compliance with deadlines.

2. Domain Analysis: Optimal Path Planning Problem

The analysis methodology can be divided into two parts: Domain analysis and algorithm analysis. In the domain analysis, the specified problem is analyzed independently of the algorithm that is intended to solve it. In the algorithm analysis, the algorithm that is intended to solve the specified problem is analyzed. The domain analysis can consist of some analytical results on worst-case time complexity of the problem. Other analysis can consist of solution density and solution quality analysis. A solution density analysis is concerned with the number of solutions that exist in an average-case or a worst-case state space. A solution quality analysis is concerned with how good a solution, in terms of some parameter(s) of interest, one can expect from an algorithm. Both of the latter analyses, namely the solution density and solution quality analysis, can help to determine the worst-case time complexity of the specified problem.

An AI problem solver can be characterized by two main components. One component is the state space in which a solution is to be found. The other component is the search algorithm that is used to find the solution[15]. A state space is represented via a graph G(V, E). A state in G is represented by a node vi E V. Certain pairs of states are connected to each other via edges (vi, vj) E E. The two nodes representing an edge are the states that are connected by that edge in the state space G. Associated with each edge (vi, vj) is an execution cost ce(vi, vj) which is regarded as the cost of transforming vi to vj, or the cost of traversing the edge (vi, vj). Also associated with each edge, is a planning cost cp(vi, vj) which is the amount of planning required to come to the decision to traverse the edge (vi, vj).

Associated with each graph are two special nodes; the start node s and the goal node g. The problem of planning in a graph is that of searching for a path pi that connects s and g via existing edges in the graph. A path (plan) pi is represented as an ordered set of edges {(s, v1), (v1, v2), · · · , (vm, g)}. Associated with a path pi in the graph is an execution cost Ce such that

\[ C_e = \sum_{(v_i, v_j) \in E} c_e(v_i, v_j), \]

and a planning cost Cp such that

\[ C_p = \sum_{(v_i, v_j) \in E} c_p(v_i, v_j). \]

An optimal path refers to a plan that reaches the goal node with the smallest possible execution cost. In dynamic state spaces, like the execution costs of edges, the total execution cost of a path is a function of time. An optimal path in such spaces refers to a plan that remains optimal over a period of time.

The constraints on the total response time of the planning and execution processes of real-time problem solvers can be specified as follows. Total response times are characterized by the sum of the time it takes to plan a solution and the time it takes to execute that solution. If the execution cost Ce and the planning cost Cp of a solution path in a state space arc calculated in terms of time, the total response time of a plan can be calculated as

\[ C_r = C_e + C_p. \]

The constraints on total response times typically pose deadlines on the amount of time available for planning and execution of a solution. In such situations a planning algorithm is required to plan a path from the start node to the goal node and execute that path, namely traverse all edges in the path and end up at the goal state, before a deadline is reached. Deadline situations require guarantees on total response times.

To characterize real-time path planning as a hard problem, we provide a worst-case time complexity analysis of optimal real-time planning. We specify the problem of optimal real-time planning as that of finding an optimal solution within a deadline or finding and executing an optimal solution in the minimum total response time. We present a graph-theoretic definition of this problem as follows. We define an optimal path in this problem to be the path connecting s and g with the smallest execution cost C_r. The time, C_r, spent to search for a solution path is calculated by adding up the cost of planning the move from one node to another for all the nodes on the path. The cost of a move from one node to another is calculated by adding up the expansion cost of every node that was expanded during planning for such a move. The total response time for a solution path is calculated by adding up the cost of planning the path and the cost of traversing that path, namely C_r + C_e. It can be shown that the problem of finding and traversing the optimal path (i.e. Min(C_r)) in the minimum time possible (i.e. Min(C_r + C_e)) is NP-complete. An implication of this result is that guaranteeing optimal solutions within arbitrary deadlines is NP-complete. This implication is posed as a corollary at the end of this section. We will provide a proof by using the method of polynomial reduction [16].

We define the optimal real-time search (ORTS) problem as follows. Assume we are given a graph G(V, E), with |V|=n and |E|=m. We measure the size of the problem instance by the sum of the number of nodes and the number of edges, namely m+n. Given two nodes s
and g in V, our problem is to find and traverse the shortest path connecting s and g such that the total response time for such a path is a minimum. Therefore, a solution to this problem is a set of vertices V' in V (V'=\{v_1,v_2,\ldots,v_\ell, v_1=s, v_\ell=g\}) such that the path connecting s and g is the shortest path in the graph, namely:

$$C_e = \sum_{i=1}^{\ell} ce(v'_i,v'_{i+1}) \text{ is a minimum, and the total response time to search for and execute this path is also a minimum, namely:}$$

$$C_p + C_e = \sum_{j=1}^{\ell} cp(v'_j,v'_{j+1}) + \sum_{i=1}^{\ell} ce(v'_i,v'_{i+1}) \text{ is a minimum.}$$

Theorem 1: Given an instance I of the ORTS problem and positive integers L & P, the problem of answering whether there is a path of length less than L with a total response time less than P+L is NP-complete.

PROOF: The ORTS problem is in NP, since a nondeterministic polynomial time algorithm can solve the decision version of the ORTS (DORTS) problem. This algorithm nondeterministically guesses a solution path, connecting nodes s and g in a graph, and verifies that the length of the path is less than L and the response time is less than P+L.

Next, we reduce the problem of "Shortest Weight-Constrained path" (SWCP), a known NP-complete problem[16], to the ORTS problem in polynomial time. SWCP can be stated as follows: Given a graph G(V,E), length l(e)\in\mathbb{Z}^+ (where \mathbb{Z}^+ is the set of all positive integers), weight w(e)\in\mathbb{Z}^+ for each e\in E, specified vertices s,t\in V, and positive integers K and W, is there a simple path in G from s to t with total weight W or less and total length K or less? A direct, polynomial transformation of corollary 1 to the SWCP problem in polynomial time.

SWCP can be stated as follows: Given a graph G(V,E), length l(e)\in\mathbb{Z}^+ (where \mathbb{Z}^+ is the set of all positive integers), weight w(e)\in\mathbb{Z}^+ for each e\in E, specified vertices s,t\in V, and positive integers K and W, is there a simple path in G from s to t with total weight W or less and total length K or less? A direct, polynomial transformation of corollary 1 to the SWCP problem in polynomial time.

3. Algorithm Analysis: Real-Time Path Planners

In this section we analyze two real-time path planners. One of these path planners uses our real-time search algorithm, DYNORAII, that is capable of handling time constraints in dynamic environments. We prove the new algorithm to be correct and complete in static worlds. We then, provide the data from a set of comparison experiments that test the capability of these algorithms in meeting deadlines. Analysis of the data show that DYNORAII is capable of meeting much tighter deadlines with higher degrees of reliability.

Analysis of the algorithm starts with correctness and completeness analyses. An algorithm is correct if the solution that it produces does indeed solve the specified problem. An algorithm is complete if it is guaranteed to find a solution when such a solution exists. The algorithm analysis can also contain verifications of optimality of the solution provided by the algorithm.

A real-time AI problem solver is amenable to a variety of other analyses, including deadline compliance, which refers to the problem solver's ability to meet a given deadline. In graph-theoretic framework, deadline compliance can be analyzed for a problem defined on a fixed graph. For example, the path planner can be analyzed to check the number of (start, goal) pairs, for which a path can be discovered and traversed within a given deadline. A distribution graph, representing the number of jobs that were able to meet a given deadline, provides a representation of deadline compliance ability.

3.1. Algorithm Specification: DYNOIIRAI

DYNOIIRAI performs planning and execution cycles repeatedly until a goal node is reached, assuming that the graph has a solution. A plan-execute cycle consists first of conducting a heuristic search (plan phase) for the next move starting at the current state (node) in the graph. The search continues from the start state to a certain depth in the graph until the following stopping criterion is reached:

$$C_p \geq \alpha C_e \quad (1)$$

This stopping criterion provides a tradeoff between planning costs (C_p) and execution costs (C_e). This tradeoff takes into account the utility of the heuristic solution found in the current plan phase versus the amount of planning that was performed to find that solution. At the execute phase, the algorithm commits to the best action found during the previous plan phase. In the case of path planning for a robot, for example, the execute phase consists of physically moving the robot from its current position to its next position which was chosen among a set of available options. Figure 1, provides pseudo-code of the DYNOIIRAI algorithm. C_p in DYNOIIRAI, is determined by the number of nodes that were evaluated during the search. These are the nodes whose h,g and f values were calculated, where h is the estimated distance from the evaluated node to the goal, g is the the cost of a move from the parent of the evaluated node to the evaluated node, and f is the sum of h and g. C_p is calculated by adding the actual length of the current path to the estimated distance between the current node and the goal node. When the criterion of inequality 1 is satisfied, the smallest f value found so far is returned to the top level of
Theorem represents the set of nodes and $E$ represents the edges in a graph. $G(V, E)$ with 30 nodes. $V$ in the graph represents the set of nodes and $E$ represents the edges in the graph. The nodes of the graph are represented by their euclidean coordinates within a 100x100 coordinate system. The edges of the graph are represented by the two nodes at each end. The size of the graph is characterized by the number of nodes ($n$) in the graph. The degree of connectivity ($b$) of the graph of this experiment was chosen to be 4/n. This avoids extremely small solution spaces (set of possible solution paths), as well as, trivial paths to the goal. For each possible pair of start and goal nodes in the graph (a total of 870 start-goal pairs) eight sets of data were collected. Four of the eight sets corresponded to $RTA^*(n)$ for $n=1, 2, 3,$ and 4. The other four sets corresponded to DYNOARAI1($\alpha$) for $\alpha = 0.05, 0.1, 0.5,$ and 1. We collected data on path length and number of nodes expanded to find the path. The former is a measure of execution cost and latter is a measure of planning cost.

In face of strict time constraints an algorithm needs to guarantee results within a given deadline, namely an algorithm needs to specify the minimum amount of time that it requires to guarantee the completion of all the given jobs. Alternatively, an algorithm is required to provide the fraction of the jobs that can be completed within any given deadline. For our problem of planning a path in a state space graph, the average, best and worst total response times of the search between the set of all possible start and goal nodes will provide the distribution of job completions over time. This distribution will allow calculation of the number of jobs that will be guaranteed to be completed within arbitrary deadlines.

Figures 2, 3, 4, 5, and 6 provide the results of analyzing the data produced by searching for a path between all possible start and goal nodes in the specified graph. These figures represent the population distribution of problem instances over deadlines. The population distribution represents the percentage of problem instances, which can be solved with a response time less than the given deadline.

Figure 2 demonstrates the effect of parameter $\alpha$ on DYNOARAI1’s capability to meet deadlines. Figure 3 demonstrates the same capability for $RTA^*$ and different values of the look-ahead parameter n. Figures 4, 5, and 6 represent the best case, worst case and average case performances of the two problem solvers. The average case population distribution for a given deadline is derived by computing the average population distribution for the given deadline over possible values of performance parameter $\alpha$ and n.

The effect of performance parameters $\alpha$ and n on the problem solvers can be summarized as follows. DYNOARAI1’s ability to meet shorter deadlines increases as the value of $\alpha$ increases, as shown in Figure 2. However, that $RTA^*$’s ability to meet deadlines decreases as the depth of search increases, as shown in Figure 3.

The comparative performance of the two problem solvers can be judged by examining Figures 4, 5, and 6 which show the best, worst and average case comparisons of deadline compliance. DYNOARAI1 outperforms $RTA^*$ in all three cases. This implies that DYNOARAI1 can guarantee a response in a significantly shorter time than $RTA^*$. Table 1 demonstrates the times that it takes both algorithms to complete $\%100$ of the jobs. Table 2 demonstrates the times that it takes both algorithms to complete $\%90$ of the jobs. The data in table 1 represent the
Figure 2: Effect of $a$ on DYNORAII(a)'s Deadline Compliance

Figure 3: Effect of $n$ on RTA*(n)'s Deadline Compliance

Figure 4: Best-case performance of DYNORAII vs. RTA*

Figure 5: Worst-case Performance of DYNORAII vs. RTA*

Figure 6: Average-case Performance of DYNORAII vs. RTA*
deadlines within which complete response can be expected from each algorithm. The rows of the table present best, worst and average case response times to complete %100 of the jobs at hand, respectively. The first two columns of the tables list best, worst and average times for DYNORAII and RTA* algorithms. The third column shows the percentage of improvement of DYNORAII over RTA*.

<table>
<thead>
<tr>
<th></th>
<th>RTA*</th>
<th>DYNORAII</th>
<th>RTA* - DYNORAII x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>260</td>
<td>85</td>
<td>67.3</td>
</tr>
<tr>
<td>Worst</td>
<td>460</td>
<td>280</td>
<td>39.1</td>
</tr>
<tr>
<td>Average</td>
<td>360</td>
<td>210</td>
<td>41.6</td>
</tr>
</tbody>
</table>

Table 1: Best, Worst & Average Response Times for %100 job completions

The results of the previous section demonstrate that DYNORAII outperforms RTA* in meeting deadlines, in the average, best and worst cases. Collection and analysis of all possible searches of a specific graph allows us to produce a distribution of all jobs across total response times. The best and worst case analysis of algorithm performance requires a complete sample of all problem instances. It is this distribution that allows the average, best and worst case analysis of algorithm performance.

<table>
<thead>
<tr>
<th></th>
<th>RTA*</th>
<th>DYNORAII</th>
<th>RTA* - DYNORAII x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best</td>
<td>350</td>
<td>120</td>
<td>65.7</td>
</tr>
<tr>
<td>Worst</td>
<td>970</td>
<td>400</td>
<td>63.3</td>
</tr>
<tr>
<td>Average</td>
<td>970</td>
<td>400</td>
<td>63.3</td>
</tr>
</tbody>
</table>

Table 2: Best, Worst & Average Response Times for %90 job completions

Even though table 1 provides equal values for %100 job completions in the worst case and the average case, these values are not equal for less than %100 job completions as shown in table 2. The average performance of the algorithms are better than their worst-case performance for less than %100 job completions. This is evident in the graphs of figures 5 and 6. In these graphs the average-case results are shown to reach %100 job completions at steeper slopes than the worst-case results.

4. Conclusion

Real-time problem solvers in AI can meet several but not all deadlines. Each real-time AI problem solver and algorithm should be analyzed. Domain analysis of real-time AI problem solver can reveal the constraints on the best possible performance of any algorithm, for the given detail of problem specification. Algorithm analysis can reveal the deadline compliance ability of specific algorithms in three ways. It characterizes the percentage of problem instances that can be solved by a given deadline. It can also discover the range of deadlines within which the algorithm guarantees a solution to a given problem instance. Finally, it can indicate the expected success of a given algorithm in meeting a given deadline for different problem instances.

We have presented a specification of real-time path planning problem and the real-time problem solvers for path planning. We have shown that real-time path planning is a hard problem in order to justify the heuristic approach taken by real-time AI researchers to this problem. We have provided a new heuristic real-time path planning algorithm, DYNORAII. We experimentally show that the proposed algorithm outperforms traditional real-time AI algorithms in deadline compliance. We plan to extend the analysis model to larger problems such as real-time planning and to larger applications such as robot path planning.
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