Real-time Metareasoning with Dynamic Trade-off Evaluation
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Abstract

This paper describes dynamic trade-off evaluation (DTE), a new technique that has been developed to improve the performance of real-time problem solving systems. The DTE technique is most suitable for automation environments in which the requirement for meeting time constraints is of equal importance to that of providing optimally intelligent solutions. In such environments, the demands of high input data volumes and short response times can rapidly overwhelm traditional AI systems. DTE is based on the recognition that in time-constrained environments, compromises to optimal problem solving (in favor of timeliness) must often be made in the form of trade-offs. Towards this end, DTE combines knowledge-based techniques with decision theory to 1) dynamically modify system behavior and 2) adapt the decision criteria that determine how such modifications are made. The performance of DTE has been evaluated in the context of several types of real-time trade-offs in spacecraft monitoring problems. One such application has demonstrated that DTE can be used to dynamically vary the data that is monitored, making it possible to detect and correctly analyze all anomalous data by examining only a subset of the total input data. In carefully structured experimental evaluations that use real spacecraft data and real decision making, DTE provides the ability to handle a three-fold increase in input data (in real-time) without loss of performance.

Introduction

Most AI systems have addressed self-contained applications in which relatively unlimited time was available for producing solutions. Many real problems (such as monitoring) have high and dynamic data rates; in such applications the processing capability of AI systems may easily be exceeded by the processing requirements of the problem. In situations where these requirements change dynamically, AI systems must be able to rationally adjust their decision-making parameters to track changing problem requirements. To do this, new methods are being sought to provide accurate responses in the presence of time constraints and conflicting objectives. Many such methods recognize the need to make implicit trade-offs and compromises that favor timeliness over optimality. However, in some ways, these approaches are still not ideally suited for complex real-time environments. For example, some approaches require a metareasoning step before each action in the domain-level reasoning process [Russell 1989], where it may be more optimal to selectively invoke metareasoning, particularly when the metareasoning is not time-constrained. Other approaches such as those that use incremental (or "anytime") algorithms [Dean 1990; Horvitz 1989] analyze the expected value of a computation prior to performing it. In severely time-constrained situations, it may be better to vary the solution strategy according to the dynamics of the environment than to rationally terminate or continue a single fixed strategy. Thus, additional methods are needed for complex, highly dynamic applications. While no techniques will handle all situations without overload, newer methods can make it possible to obtain increased performance from limited resources in critical moments.

Toward this end, we introduce Dynamic Trade-off Evaluation (DTE), a new approach to real-time metareasoning that combines decision theory and knowledge-based techniques to automatically determine both when trade-offs become necessary and how to implement them with minimal impact on solution quality. DTE offers a general methodology for explicitly making a variety of trade-offs. It provides the ability to perform metareasoning only when necessary by dynamically modifying the solution strategy based on both the dynamics of the environment and the changing goals of the monitored system. We have evaluated the performance of DTE in real spacecraft-monitoring problems with real data. In carefully structured experimental evaluations the DTE technique provides the ability to handle a three-fold increase in input data (in real-time) without performance loss. DTE is applicable to a wide variety of run-time trade-offs and can be integrated into a real-time monitoring architecture.

Metareasoning with DTE

The applicability of decision theory and the psychology of judgement to metareasoning was recognized early, with research on heuristic methods for controlling inference [Simon 1955]. However, initial enthusiasm for using decision
theory as an AI technique dwindled in favor of other approaches that more easily expressed the rich structure of human knowledge [Horvitz 1988]. Recently, there has been renewed interest in decision theory for real-time AI applications.

A variety of techniques exist in multi-attribute utility theory for evaluating competing objectives. However, only three variants of these have been commonly applied to real-world situations [von Winterfeldt 1986]: the simple, multi-attribute rating technique [Edwards 1977], difference value measurement [Dyer 1979], and subjectively expected utility (SEU) measurement [Keeney 1976]. Of these three techniques, the Edwards technique is the simplest computationally, because it uses additive (rather than multiplicative) utility and aggregation models, it relies on direct rating and ratio estimation (rather than probability methods) for determining utilities and weighting factors, and it involves only the calculation of a simple dot-product for each alternative under evaluation. Moreover, for many practical applications, the results of the simpler technique are theoretically and behaviorally comparable with the others [von Winterfeldt 1986].

Utility analysis methods studied in multi-attribute utility theory have generally been applied to one-time decision making in situations such as selecting real estate sites [Edwards 1982] or evaluating coastal development proposals [Gardiner 1974]. The implicit assumption under these methods is that the criteria and objectives which formed the basis of the evaluation process will remain valid after a decision has been made; once selected, a real estate site or a coastal development proposal should remain appropriate for a suitably long period. In this type of decision, it is appropriate that the decision criteria, weighting factors, and final evaluation be static. However, a single decision under static criteria will not appropriately reflect changing circumstances in the environment of a continuous real-time problem solving system, where trade-offs must be made dynamically and continually.

In contrast, DTE enables dynamic evaluation of real-time trade-offs and maintains the advantages of simplicity, robustness, and flexibility associated with static methods. In DTE, utility analysis is used to rank alternatives in a preference space. Domain knowledge provides decision rules that are used at run time to 1) dynamically reweight decision criteria and 2) dynamically select among alternatives in a preference space (based on situational attributes and operational modes). Here we describe the DTE procedure in general. In the next section, we illustrate the specifics of DTE by showing how we have applied it in a case of trade-off analysis in spacecraft monitoring. The DTE procedure consists of six steps, some of which are dynamic parallels of steps in a static utility analysis procedure [Edwards 1977]. The first three of these steps and part of the fourth must be completed during the design phase of the system. The other steps are automated, real-time control activities. The DTE procedure includes:

1. **Definition of the trade-off instantiation mechanism.** This step involves specifying when DTE is required and designing the mechanism that invokes the trade-off evaluation when appropriate.

2. **Definition of application-specific alternatives and criteria that determine their values.** The alternative actions to be considered in trade-off evaluation are specified, along with criteria that will be used to evaluate the alternatives. As part of this process, the system designers and domain experts also specify domain knowledge that defines the various ways of implementing each alternative.

3. **Separate evaluation of each alternative.** This is done in conjunction with the previous step, and involves reliance on subjective judgements in cases where no basis for objective evaluation exists. Each alternative is ranked with respect to each of the evaluation criteria, i.e. on a scale of 0 to 100, and suitable consistency checks are applied to the evaluation.

4. **Definition of weights and modes.** Relative weights are assigned to each of the criteria, along with ranges within which the weights can vary. Domain knowledge is specified to determine the circumstances under which the weights will be varied. In addition, multiple modes may be specified, where each mode is governed by a different set of weights. At run-time, both the variation of the weights and the choice of a mode are automatically determined, as needed.

5. **Aggregation.** The weights from the previous step are used to determine the aggregate value of each of the alternatives, using an additive aggregation model.

6. **Selection.** The alternative with the maximum utility is selected and implemented. When the evaluation indicates that two or more alternatives are equally good, domain knowledge is used to select one alternative over the others, or, if the alternatives are not mutually exclusive, to perhaps select several of them.

For a specific illustration of how to apply the DTE procedure, we address a representativeness vs. timeliness trade-off that occurs in managing data for the NASA Galileo mission's Solid State Imaging subsystem. We have also studied a second trade-off of problem solving strategy: focus (on a specific problem solving task) versus responsiveness (to other unforeseen but possibly more important tasks) in Voyager mission system-level analysis problems. The details of this second trade-off are addressed elsewhere [Schwuttke 1991].

The Solid State Imaging (SSI) subsystem on newer missions has a much faster image frame rate than the technology used on previously. Readout rates can be as fast as one image every two seconds (compared to one every 96 seconds from Voyager). Forty-eight channels of camera status data are associated with each image. This includes dynamic data pertaining to exposure time, filter position, gain state, readout mode, and data compression mode, etc. There are also non-dynamic data channels that indicate general instrument status, voltages and currents. While non-dynamic channels could be managed with an extension of existing data management techniques [Washington 1989], the dynamic data does not follow trends and re-
quires a new approach. This is because the "correctness" of a data value is independent of the correctness of previous values: a value that was correct at one moment can, without changing, become incorrect at the next moment, depending on subsystem goals. For example, exposure times vary with spacecraft goals. When goals change, new exposure times may be required; if data related to these parameters does not change, the goals will not be achieved. As a result, intelligent management of more complex data requires the application of knowledge-based techniques that reflect the dynamic goals of the monitored system. The large amount of data, the occasional dependence on heuristics, and the complexity of tasks make this an ideal problem for demonstrating the benefits of DTE.

The basic real-time mission operations task involves comparison of telemetry to predicted data values or accepted limit ranges. The predictions reflect expected performance based on known command sequences and the limit ranges reflect the general operating parameters of the instrument. The task involves two AI components: intelligent data management and anomaly analysis, as shown in Figure 1; the latter capability has been addressed in the MARVEL system [Schwuttke 1991b] and will not be addressed here. The (competing) data management goals in this application include adjusting input data volumes to meet processing capabilities, maximizing the content of the input information, maintaining alertness to unusual events in the input data, and focusing on particularly relevant tasks.

The first step of DTE involves defining an instantiation mechanism. For this application, a software module that analyzes the size of the input backlog invokes trade-off evaluation.

In the second step, the four possible data management alternatives (provided by an imaging subsystem specialist) include: 1.1) eliminating channels not in a basic monitoring set, 1.2) eliminating channels not in a heuristically defined minimal monitoring set, 2.1) reducing sampling rate on heuristically defined subset of channels, and 2.2) reducing sampling rate on the entire channel set. The four alternatives are evaluated on criteria that define representativeness, or information content. For data reduction, these include: (A) non-dynamic behavior, (B) irrelevance to an existing problem area, and (C) non-negative impact on monitoring integrity. A data channel must be non-dynamic to be eliminated; frequent value changes indicate a high level of activity that must be monitored to maintain representativeness. Irrelevance to existing problem areas is also important in deciding which channels to remove from the monitored set. Finally, only channels that do not compromise situational monitoring integrity can be eliminated without impacting representativeness.

The second step also requires the specification of rules that show how to implement the alternatives. The channel elimination alternatives and the second sampling rate alternative are influenced most heavily by a decision tree that defines which channel subsets may be deleted from the monitored set and when they may be deleted. In contrast, the heuristically-defined sampling rate alternative is entirely governed by the situation in which it is applied. In a normal operating mode, the sampling rate can be reduced on all channels that are not part of the critical subset. In an anomaly detection mode, sampling can only be reduced on channels that are irrelevant to anomaly detection.

However, in the event of extreme backlogs, sampling on all channels may be reduced. In such situations it is important to note that if the minimal subset is not preserved, some loss of representativeness may result; domain knowledge must be used to make timeliness vs. representativeness trade-off in these cases. Occasionally channels must be added irrespective of timeliness. This is because in anomaly detection mode, increased representativeness takes instant precedence, and channels pertinent to that anomaly must be added. When the system returns to a normal operating mode, the channels relevant to a previously resolved anomaly may be candidates for removal from the monitoring set if timeliness must be improved.

The third step calls for subjectively ranking each alternative in the context of each criterion at design time, as shown in Figure 2. The ranking, obtained with the help of the subsystem expert, is on a scale of 0 to 100, with 100 having the maximum value, then checked for consistency. This step also involves assigning relative weights to the criteria. Initial weights and variance ranges for these weights are defined for adjusting the weights during the

![Figure 1. A DTE architecture for intelligent data management in a monitoring system.](image1)

![Figure 2. Alternative values for the SSI example.](image2)
reasoning process. Weight variations are initiated when the system detects that its performance is degrading, and are implemented using rules that provide updates based on situational parameters.

Two sets of weights are defined for this application, as shown in Figure 3. The first set applies in the normal operating mode and the second applies in an anomaly detection mode. In the normal operating mode, the irrelevance of a channel to an existing problem area is given no weight, (no problems exist in this mode). However, in anomaly analysis mode, this attribute receives the most weight.

In the fourth step, the single-attribute rankings and weights are aggregated into an overall evaluation of alternatives which, with the application-specific domain knowledge, enables the selection of the best alternative for the given circumstances. This step differs significantly from the comparable static step for two reasons. First, circumstances dictate varying weights, which in turn dictate varying aggregations. Secondly, circumstances may require varying the knowledge that is applied from situation to situation. Examples of the varying aggregations that are obtained for both operating modes are shown in the tables of Figure 4. These tables show that the data management actions that are most compatible with maintaining maximum representativeness are determined by external circumstances. The rankings of the alternatives with regard to representativeness is summarized in Figure 5, with the value of 1 being the highest ranking.

The final step involves the selection of an alternative and is based on dynamic evaluation of the representativeness vs. timeliness trade-off. In order to make this trade-off, the four alternatives must also be evaluated with regard to timeliness. The timeliness impact of an alternative is directly proportional to the percentage reduction (or increase) in the number of monitored channels that results from implementing that alternative. However, this percentage must be calculated immediately prior to making the trade-off, based on the channels in the current monitoring set, because the number of monitored channels is a dynamic quantity determined by the events leading up to the current circumstances. The following example shows the dynamic and adaptive nature of this evaluation.

Assume that the monitoring system has just been activated. Initially, 49 data channels are monitored. After some time, the system detects a growing input backlog, and responds by deciding that some channels must be removed from the monitored set. No anomalies have been detected as yet, and no modifications to the starting weights have been suggested by the knowledge base. As a result, the system uses the aggregate values in the first line of Figure 3 as representativeness values for the four alternatives. Corresponding timeliness values are obtained by calculating the net percentage reduction in input data that would be achieved with each alternative. Actual timeliness values are plotted against the aggregate representativeness value as shown in Figure 6 (left). The trade-off between representativeness and timeliness are rated on a scale of 0-100; 1 unit on the representativeness scale is equivalent to 1 unit on the timeliness scale. The indifference curves shown in the figure are created by this constant trade-off of units; alternatives lying on the same indifference curve have equivalent value, and alternatives lying nearest to the upper right of the graph are perceived as best. For this application, the alternatives in order of preference are 1.1, 1.2, 2.2 and 2.1. (This is not the same order of preference as in Figure 4, which was based on representativeness alone.) As a result of this analysis, alternative 1.1 is selected.

Later, an anomaly appears on one of the channels, which requires three additional channels to be added for anomaly analysis. The anomaly is solved, and at some later time, an anomaly appears on a second channel; this anomaly requires the addition of 12 more channels. We are now actively monitoring 32 channels, and are building a backlog. This causes the backlog detection module to initiate metareasoning. Figure 6 (right) shows the re-evaluation at this point. Now, however, the selection of an alternative is not as obvious as in the previous cycle: alternatives 2.1 and 2.2 are very close to lying on the same indifference curve. However, heuristics indicate that in the current mode, representativeness is the more important consideration, and alternative 2.1 must be selected. Eventually, this anomaly is resolved, and we return to the normal operation mode.

**Experimental Evaluation of DTE**

We have successfully tested DTE in the dynamic evaluation of the representativeness vs. timeliness trade-off in the Galileo SSI subsystem. This section describes the evaluation procedures and presents the results obtained.

To test DTE, we assembled test files containing simulated data that contains actual anomalies (supplied by JPL's imaging subsystem expert) in various anomaly densities (percentages of anomalous data in the file). The densities were chosen to provide evaluation of the DTE methods across the complete range of possible anomaly densities, in order to understand for which applications and situations DTE would be most successful. The test files were used to compare three different input management approaches. These included random data elimination, incremental filtering, and intelligent data management using dynamic trade-off evaluation. The first two methods provide a way to compare DTE to conventional approaches.
**Figure 4.** Aggregate alternative values for varying weights in single anomaly mode.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Weight*</th>
<th>Weight**</th>
<th>Weight***</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.45</td>
<td>0.65</td>
<td>0.25</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0.55</td>
<td>0.35</td>
<td>0.75</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>1.1</th>
<th>1.2</th>
<th>2.1</th>
<th>2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate Value* (using weight*)</td>
<td>88.57</td>
<td>81.75</td>
<td>35.5</td>
<td>31.75</td>
</tr>
<tr>
<td>Aggregate Value** (using weight**)</td>
<td>83.75</td>
<td>84.75</td>
<td>33.5</td>
<td>34.75</td>
</tr>
<tr>
<td>Aggregate Value*** (using weight***)</td>
<td>93.75</td>
<td>78.75</td>
<td>37.5</td>
<td>28.75</td>
</tr>
</tbody>
</table>

**Figure 5.** Rankings of alternative values with respect to representativeness.

<table>
<thead>
<tr>
<th>MODE</th>
<th>ALTERNATIVE</th>
<th>Elimination of chan. not in basic subset</th>
<th>Elimination of chan. not in critical subset</th>
<th>Sampling reduction on heuristic subset</th>
<th>Sampling reduction on entire subset</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.O.M. with no modification</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>N.O.M. with backlog modification</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>N.O.M. with monitoring modification</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>A.D.M. with no modification</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>A.D.M. with backlog modification</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>A.D.M. with monitoring modification</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

 Actually used in practice. Random data elimination may appear to be an unusual choice. However, it most closely parallels the methods that less-experienced human analysts use in data-overload situations: when their data backlog becomes too large, they skip over the data in the backlog, and focus on the newly arriving data. Incremental filtering involves less loss of information. Data is filtered according to \( f = \frac{n}{b} \) (when \( n > b \)), where \( f \) is the fraction of samples passed through the filter, \( n \) is the total number of channel types, and \( b \) is the number of samples in the backlog. A backlog accrues according to the ratio of the incoming data rate to real-time processing rate (i.e., with a backlog accrual of \( x \), data is arriving \( x \) times faster than it can be processed). Each of the three methods were evaluated with respect to performance under increasing backlog accrual. Finally, we used two criteria of performance: percentage of anomalies successfully detected and percentage of related data processed that is actually needed for correctly diagnosing anomalies.

The experimental results are summarized in Figure 7. The first of these graphs summarizes the average percentage of anomalies successfully detected under increasing input data volumes and increasing anomaly density. The second graph summarizes the high-low spread of anomaly-relevant information that is processed under increasing input data volumes and increasing anomaly density. The first of these evaluation criteria is important with respect to automated monitoring, and the second is relevant to automated anomaly analysis. Anomaly detection using DTE is highly successful for data rates as high as 2.5 times the real-time monitoring capability, particularly at anomaly densities of 10% or less. In these operating ranges, DTE outperforms both random data elimination and incremental filtering, detecting over 90% of all anomalies. The success of anomaly detection with random data elimination and incremental filtering, on the other hand, drops below 50% at backlog accrual rates as low as 1.5.

Processing of anomaly-relevant information involves passing channels relevant to the analysis of a detected anomaly from the data management module to the monitoring and analysis module. If anomaly-relevant channels are filtered by the data management module, some of the information needed for analysis will be lost. Intelligent data management with DTE is most successful at low (5% or lower) anomaly densities with backlog accrual rates that exceed real-time processing capabilities by as much as 2.5. Within these operational parameters, processing of anomaly-relevant information is as high as 95% for backlog accrual rates equal to twice the processing capability, 80% for backlog accrual rates equal to 2.5 times the processing capability, and 70% for backlog accrual rates equal to three times the processing capability. At these backlog
accrual rates, the other two methods provide no more than 70%, 50%, and 50% of anomaly relevant data, respectively.

**Discussion**

Three criteria for intelligent data management systems have been identified [Washington 1989].
- The system should be responsive to changing resource requirements. For example, the amount of data sampled should vary with the computational load placed on the system.
- The system should be responsive to important and unusual events in the input data, even when it is "busy".
- The system should be able to focus its attention on parameters that are particularly relevant to the current reasoning task.

The Galileo SSI application has shown that DTE provides an effective way to achieve each of these criteria, not only for "thresholdable" data addressed by Washington, but also for goal-driven data that does not occur in his application. DTE enables both anomaly detection and anomaly diagnosis for low anomaly densities and moderate backlog accrual rates. Actual anomaly densities for this application average less than 3%, which is well within the acceptable operational parameters of the method.

Figure 7 show performance degradation in the DTE method beginning at backlog accrual rates that exceed real-time processing capability by a factor greater than three. Furthermore, when the backlog accrual rates exceed processing rates by a factor of four or more, the DTE method begins to converge with the other two methods. This performance degradation is governed by the domain knowledge. The minimal monitoring set for complete anomaly detection (as defined by the domain expert) consists of one third of the entire channel set. When these channels are not monitored, some loss of monitoring integrity will occur, as is demonstrated by degradation of the DTE method at backlog accrual rates of 3.5 or more. Subsequent testing shows that with an imaginary domain, in which the minimal set can be defined as a significantly smaller subset of the total channel subset, the effective increase in data reduction that can be achieved is on the same order as the decrease in size of the minimal set. A long-term solution to this problem in the context of a specific domain involves designing telemetry (or other input data) definition to later enable maximum data reduction. The more hierarchically the monitored data can be structured, the more the monitored data set can be reduced.

The observed performance degradation at known data rates enables the system to predict its own failure and provide warnings of reduced monitoring integrity. In a distributed environment, a module that predicts its own failure to meet real-time constraints could actually request additional processing resources from the environment.

**Conclusions**

Dynamic Trade-off Evaluation has been shown to be an effective technique that offers significant benefit to real-time AI systems. DTE incorporates a mix of knowledge-based and utility-theoretic techniques and is particularly valuable in real-time monitoring situations of moderate anomaly densities, varying data rates, and dynamic decision criteria. In experimental evaluations, DTE signifi-
significantly outperforms other commonly-used approaches to manage real-time monitoring data trade-offs in increasing-backlog situations. Moreover, DTE is a generic technique that can be effectively applied in many kinds of trade-off analysis for real-time systems. We have designed a generic architecture for DTE applications, treated elsewhere [Schwuttke 1991], and have taken initial steps to implement DTE as an operational part of the MARVEL intelligent monitoring system [Schwuttke 1992; Schwuttke 1992] in use at JPL.
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