Abstract
We present and experimentally evaluate the hypothesis that cooperative parallel search is well suited for hard graph coloring problems near a previously identified transition between under- and overconstrained instances. We find that simple cooperative methods can often solve such problems faster than the same number of independent agents.

Introduction
Many A.I. programs involve search to solve NP hard problems. While intractable in the worst case, of more relevance to many applications is their behavior in typical situations. In fact, for many classes of such problems, most instances can be solved much more readily than might be expected from a worst case analysis. This has led to recent studies to identify characteristics of the relatively hard instances. In particular, observations [Cheeseman et al., 1991, Mitchell et al., 1992] and theory [Williams and Hogg, 1992b, Williams and Hogg, 1992a] indicate that constraint-satisfaction search problems with highest cost (fastest growing exponential scaling) occur near the transition from under- to overconstrained problems. These transitions, becoming increasingly sharp as problems are scaled up, are determined by values of easily measured “order” parameters of the problem, and are analogous to physical phase transitions as in percolation. The transition regions are also characterized by high variance in the solution cost for different problem instances, and for a single instance with respect to different search methods or a single nondeterministic method with e.g., different initial conditions or different tie-breaking choices made when the search heuristic ranks some choices equally. Structurally, these hard problems are characterized by many large partial solutions, which prevent early pruning by many types of heuristics. This phenomenon is also conjectured to appear in other types of search problems.

Can these observations be exploited in practical search algorithms? One immediate application is to use the order parameters to estimate the difficulty of alternate problem formulations as an aid in deciding which approach to take. Another use is based on the observation of high variance in solution cost for problems near the transition region. Specifically, there have been many studies of the benefit of running several methods independently in parallel and stopping when any method first finds a solution [Fishburn, 1984, Helmbold and McDowell, 1989. Pramanick and Kuhl, 1991, Kornfeld, 1981, lmai et al., 1979, Rao and Kumer, 1992, Mehrotra and Gehringer, 1985]. Since the benefit of this approach relies on variation in the individual methods employed, the high variance seen in the transition region suggests it should be particularly applicable for hard problems [Cheeseman et al., 1991, Rao and Kumer, 1992].

Another possibility is to allow such programs to exchange and reuse information found during the search, rather than executing independently. If the search methods are sufficiently diverse but nevertheless occasionally able to utilize information found in other parts of the search space, greater performance improvements are possible. Such “cooperative” methods have been studied in the context of simple constraint satisfaction searches [Clearwater et al., 1991, Clearwater et al., 1992]. In these cases, cooperative methods were observed to give the most benefit precisely for those problems with many large partial solutions that could not be pruned. This was the case even though the information exchanged was often misleading in the sense of not being part of any solution. While this work used fairly simple search methods, it suggests that cooperative search may be useful for much harder problems employing sophisticated search heuristics.

These observations lead us to conjecture that a mixture of diverse search methods that share information will be particularly effective for problems in the transition region. In this paper we test this conjecture experimentally for graph coloring, a particular class of NP-complete problems for which an appropriate order parameter, average connectivity, and the location of the transition region have been empirically determined [Cheeseman et al., 1991]. We also address some practical issues of sharing information, or exchanging “hints”, among sophisticated heuristic search methods, which should allow these results to be extended readily to other constraint satisfaction problems.

Hard Graph Coloring Problems
The graph coloring problem consists of a graph, a specified number of colors, and the requirement to find a color for each node in the graph such that no pair of adjacent nodes (i.e., nodes linked by an edge in the graph) have
the same color. Graph coloring has received considerable attention and a number of search methods have been developed [Minton et al., 1990, Johnson et al., 1991, Selman et al., 1992]. This is a well-known NP-complete problem whose solution cost grows exponentially in the worst case as the size of the problem (i.e., number of nodes in the graph) increases.

For this problem, the average degree of the graph \( \gamma \) (i.e., the average number of edges coming from a node in the graph) is an order parameter that distinguishes relatively easy from harder problems, on average. In this paper, we focus on the case of 3-coloring (i.e., when 3 different colors are available), for which the transition between under- and overconstrained problems and hence the region of hardest problems occurs near [Cheeseman et al., 1991] \( \gamma = 5 \). While there are likely to be additional order parameters, such as the variance in the degrees, this one was sufficient to allow us to find a set of graphs that are relatively hard to color with 3 colors.

In our experiments we used two very different search methods. The first was a complete, depth-first backtracking search based on the Brelaz heuristic [Johnson et al., 1991] which assigns the most constrained nodes first (i.e., those with the most distinctly colored neighbors), breaking ties by choosing nodes with the most uncolored neighbors (with any remaining ties broken randomly). For each node, the smallest color consistent with the previous assignments is chosen first, with successive choices made when the search is forced to backtrack. This complete search method is guaranteed to eventually terminate and produce correct results. Moreover, it operates by attempting to extend partial colorings to complete solutions.

Our second method used heuristic repair [Minton et al., 1990] from randomly selected initial configurations. This method, which always operates with complete assignments (i.e., each node is assigned some color), attempts to produce a solution by selecting a node and changing its color to reduce as much as possible, or at least leave unchanged, the number of violated constraints in the problem. If some progress toward actually reducing the number of violations is not made within a prespecified number of steps, the search restarts from a new initial condition. This method is incomplete, i.e., if the problem has no solution it will never terminate. In practice, an upper bound on the total number of tries is made: if no solution is found, the method may incorrectly report there are no solutions.

For hard problems, both methods have a high variance in the number of steps required to find a solution. Moreover, their very different nature suggests a combination of the two methods will give a collection of agents far more diverse than if all agents use the same method. In particular, heuristic repair is often very effective at finding solutions once it starts "near" enough to one.

To generate hard problems we examined many random graphs with connectivity near the transition region. To correspond with the cooperative methods used previously [Clearwater et al., 1991] and simplify the use of hints, we considered only graphs that did in fact have solutions. Specifically, to construct our sample of graphs, we first divided the nodes into three classes (as nearly equal as possible) and allowed only edges that connected nodes in different classes to appear in our graph. This guaranteed that the graphs had a solution. Then trivial cases of underconstrained nodes were avoided by making sure each node had degree at least three. Finally, additional edges required to reach the desired connectivity were then added randomly. Many of the resulting graphs were trivial to search (e.g., for 100 node graphs, the median search cost for the Brelaz heuristic was about 200 steps at the peak). To identify those that were in fact difficult, the resulting graphs were searched repeatedly with both search methods, and only those with high search cost for all these trials were retained. This selection generally produced hard graphs with search costs one to three orders of magnitude higher than typical cases. We should also note that these graphs were hard even when compared to other methods of generating graphs which are known to give harder cases on average. Specifically, the prespecification of a solution state in our method tends to favor graphs with many solutions and hence favors easier graphs than uniform random selection. For 100 node graphs, this latter method gives a peak median search cost of about 350 steps. Even more difficult cases are emphasized by restricting consideration to graphs with no trivial reductions with typical costs of about 1000 steps [Cheeseman et al., 1991].

A Cooperative Search

There are two basic steps in implementing a cooperative search based on individual algorithms. First, the algorithms themselves must be modified to enable them to produce and incorporate information from other agents, i.e., read and write hints. Second, decisions as to exactly what information to use as hints, when to read them, etc. must be made. We should note that the first step may, in itself, change the performance of the initial algorithm or its characteristics (e.g., changing a complete search method into an incomplete one). Since this may change the absolute performance of the individual algorithm, a proper evaluation of the benefit of cooperation should compare the behavior of multiple agents, exchanging hints, to that of a single one running the same, modified, algorithm, but unable to communicate with other agents. In that way, the effect of cooperation, due to obtaining hints from other agents, will be highlighted.

For example, a single agent running the Brelaz algorithm can first be modified so that it may read and write
hints (it itself produced) from a private blackboard. This alone leads to slightly improved performance. The effect of cooperation can then be assessed by comparing a society of $N$ agents each running the modified algorithm in isolation with $N$ agents running the same algorithm except that they read and write to a common blackboard. In this way we can subtract out the effects of the changed algorithm and the memory capacity on the performance of the agents, leaving just the effect of cooperation.

While there are many ways to use hints, we made fairly simple choices similar to those used previously [Clearwater et al., 1991], in which hints consisted of partial solutions (thus for graph coloring, these hints are consistent colorings for a subset of the nodes in the graph). A central blackboard, of limited size, was used to record hints produced by the agents. When the blackboard was full, the oldest (i.e., added to the blackboard before any others) of the smallest (i.e., involving colors for the fewest nodes) hints were overwritten with new hints.

Each agent independently writes a hint, based on its current state, at each step with a fixed probability $q$. When an agent was at an appropriate decision point, described below, it read a hint with probability $p$. Otherwise, or if there were no available hints, it continued with its original search method. Thus, setting $p$ to zero corresponds to independent search since hints would never be used. We next describe how the two different search methods were modified to produce and incorporate hints.

Using hints with the Brelaz heuristic

At any point in a backtracking search, the current partial state is a consistent coloring of some subset of the graph’s nodes. When writing a hint to the blackboard, the Brelaz agents simply wrote their current state.

Each time the agent was about to expand a node in its backtrack search, it would instead, with probability $p$, attempt to read a compatible hint from the blackboard, i.e., a hint on the blackboard whose assignments were 1) consistent with those of the agent (up to a permutation of the colors) and 2) specified at least one node not already assigned in the agent’s current state. Frequently, there was no such compatible hint (especially when the agent was deep in the tree and hence had already made assignments to many of the nodes), in which case the agent continued with its own search.

When a compatible hint was found, its overlap with the agent’s current state was used to determine a permutation of the hint’s colors that made it consistent with the state. This permutation was applied to the remaining colorings of the hint and then used to extend the agent’s current state as far as possible (ordering the new nodes as determined by the Brelaz heuristic), and retaining necessary backtrack points so that the overall search remained complete. In effect, this hint simply replaced decisions that the Brelaz heuristic would have made regarding the initial colors to try for a number of nodes.

Using hints with heuristic repair

With heuristic repair, the agent’s state always has a color assignment for each node, but it will not be fully consistent (until a solution is found). In order to produce a consistent partial assignment for use as a hint, we started with the full state and randomly removed assignments until a hint with no conflicts was obtained.

The heuristic repair agents have a natural point at which to read hints, namely when they are about to start over from a new initial state. At these times, we had each agent read a random hint from the blackboard with probability $p$, and otherwise randomly generate a new state. This hint, consisting of an assignment to some of the nodes, overwrote the agent’s current state.

How Can Cooperation Help?

A simple explanation of the potential benefit of cooperative search is given by observing that the hints provide consistent colorings for large parts of the graph. Agents reading hints in effect then attempt to combine them with their current state. Although not always successful, those cases in which hints do combine well allow the agent to proceed to a solution by searching in a reduced space of possibilities. Even if many of the hints are not successful, this results in a larger variation of performance and hence can still improve the performance of the group when measured by the time for the first agent to finish.

As a more formal, but oversimplified, argument, suppose we view the agents as making a series of choices. Let $p_{ij}$ be the probability that agent $i$ makes choice $j$ correctly (i.e., in the context of its previous choices, this one continues a path to a solution, e.g., by selecting a useful hint). The probability that the series of choices for agent $i$ is correct is then just $p_i = \prod_j p_{ij}$. With sufficient diversity in the hints and agents’ choices to prevent the $p_{ij}$ from being too correlated, and viewing them as random variables, this multiplicative process results in a lognormal distribution [Redner, 1990] for agent performance, i.e., a random variable whose logarithm is normally distributed. This distribution has an extended tail compared to, say, a normal distribution or the distribution of the performance of the Brelaz heuristic on many graphs. Hence there is an increased likelihood that at least one agent will have much higher than average performance, leading to an improvement in group performance.

In practice, this simple argument must be modified to account for the possibility of backtracking and the fact that the quality of the hints changes during the
search [Clearwater et al., 1992], but nevertheless gives some insight into the reason for the improvement and highlights the importance of maintaining diversity. Because of the high intrinsic variance in performance near the transition point, this in turn suggests why these cooperative methods are likely to be most applicable for the hard problems in the transition region.

**Experimental Results**

In this section we compare the behavior of independent searches with the cooperative method described above for some hard to color graphs. A simple performance criterion is the number of search steps required for the first agent to find a solution. However, this could be misleading when agents use different search methods whose individual steps have very different computational cost. It also ignores the additional overhead involved in selecting and incorporating hints. Here we present data based on actual execution time of an unoptimized serial implementation of the searches in which individual steps are multiplexed (i.e., each agent in the group takes a single step, with this procedure repeated until one agent finds a solution). The results are qualitatively similar to those based on counting the number of steps [Hogg and Williams, 1993], with the main differences being due to 1) a hint-exchange overhead which made individual cooperative steps about 5% slower than the corresponding independent ones, and 2) heuristic repair steps being about 2.4 times faster than Brelaz ones. This latter fact means that in a parallel implementation of a mixed group, the heuristic repair searches would actually complete relatively more search steps than when run serially. A parallel implementation would also face possible communication bottlenecks at the central blackboard though this is unlikely to be a major problem with the small blackboards considered here due to the relatively low reading rate and the possibility of caching multiple copies of the blackboard which are only slowly updated with new hints. Thus we can expect the cooperative agents to gain nearly the same speedup from parallel execution as the independent agents, i.e., a factor of 10 for our group size. While this must ultimately be addressed by comparing careful parallel implementations, the improvement in the execution time reported below, as well as the reduced number of search steps [Hogg and Williams, 1993], suggest the cooperative methods are likely to be beneficial for parallel solution of large, hard problems.

In Figs. 1 and 2, we compare the performance of groups of 10 cooperative agents with the same number of agents running independently. Note that in both cases, cooperation generally gives better performance than simply taking the best of 10 independent agents. Moreover, cooperation appears to be more beneficial as problem hardness (measured by the performance of a group of independent agents) increases. We obtained a few graphs of significantly greater hardness than those shown in the figures which confirm this trend. We also observed that typically only a few percent of the hints on the blackboard were subsets of any solution so it is not obvious a priori that using these hints should be helpful at all.

Finally, Fig. 3 shows a combined society of agents. In this case, half the agents use the Brelaz method, half use heuristic repair, and hints are exchanged among all agents. Again, we see the benefit gained from cooperative search. For the graphs we generated, there was little correlation...
between solution cost for the two search methods, so that even when the agents were independent, this mixed society generally performed better than all agents using a single method.

While these results are encouraging, we should note that further work is needed to determine the best ways to exchange hints in societies using multiple methods, as well as the relative amount of resources devoted to different methods. Of particular interest is allowing the mix of agent types to change dynamically based on progress made during the search. More fundamentally for this avenue of research is understanding precisely what aspects of an ensemble of problems (e.g., in this case, determined by the precise method we used to generate the graphs) are important for the benefit of cooperation and the design of effective hints. Possibilities include the variance in individual search performance, the relative hardness of the graph and the proximity to the phase transition point.

**Conclusion**

In summary, we have tested our conjecture that cooperative methods are particularly well suited to hard graph coloring problems and seen that, even using simple hints, they can improve performance. It is further encouraging that the basic concepts used here, from the existence of regions of hard search problems characterized by order parameters to the use of partial solutions as hints, are applicable to a wide range of search problems.

There are a number of questions that remain to be addressed. An important one is how the observed cooperative improvement scales, both with problem size and, for a fixed size, with changes in the order parameters determining problem difficulty. There is also the question of how much different a parallel implementation is.

Another issue concerns whether these ideas can be applied to problems with no solutions to more quickly determine that fact. This is particularly relevant to the hard problems since they appear to occur at or near the transition from under- to overconstrained problems which have many and no solutions respectively. In cases with no solution, either one must compare complete search methods (e.g., by having at least one agent use a complete search method even when reading hints) or else evaluate both search speed and search accuracy to make a valid comparison. More generally, when applied to optimization problems, one would need to consider quality of solutions obtained as well as time required.

This study also raises a number of more general issues regarding the use of hints. As we have seen, diversity can arise from the intrinsic variation near the transition point and from random differences in the use of hints. Nevertheless, as more agents, using the same basic method, are added diversity does not increase as rapidly [Clearwater et al., 1992]. This suggests more active approaches to maintaining diversity, such as explicitly partitioning the search space or, more interestingly, combining agents using different search methods such as genetic algorithms [Goldberg, 1989] or simulated annealing [Johnson et al., 1991].

From a more practical point of view, a key decision for designing cooperative methods is how hints are generated and used, i.e., the "hint engineering". This involves a number of issues. The first is the nature of the information to exchange. This could consist of any useful information concerning regions of the search space to avoid or likely to contain solutions. The next major question is when during its search should an agent produce a hint. With backtracking, the agent always has a current partial solution which it could make available by placing it on a central blackboard. Generally, agents should tend to write hints that are likely to be useful in other parts of the search space. Possible methods to use include only writing the largest partial solutions an agent finds (i.e., at the point it is forced to backtrack) or only if the hint is at least comparable in size to those already on the blackboard. Complementary questions are when should an agent decide to read a hint from the blackboard, which one should it choose and how should it make use of the information for its subsequent search. Again there are a number of reasonable choices which have different benefits, in avoiding search, and costs for their evaluation, as well as more global consequences for the diversity of the agent population. For instance agents could select hints whenever a sufficiently good hint is available, or whenever the agent is about to make a random choice in its search method (i.e., use the hint to break ties), or whenever the agent is in some sense stuck, e.g., needing to backtrack or at a local optimum. For deciding which available hint to use, methods range from random selection [Clearwater et al., 1991] to picking one that is...
a good match, in some sense, to the agent's current state. Final issues are the hint memory requirements and what to discard from a full blackboard.

Given this range of choices, is there any guidance for making good use of hints? Theoretical results [Clearwater et al., 1992] emphasize the use of diversity for good co-operative performance. As a note of caution in developing more sophisticated hint strategies, the choices should promote high diversity among the agents [Huberman, 1990, Hogg, 1990] giving many opportunities to try hints in different contexts. This means that choices that appear reasonable when viewed from the perspective of a single agent, could result in lowered performance for the group as a whole, e.g., if all agents are designed to view the same hints as the best to use.

As with other heuristic techniques, the detailed implementation of appropriate choices to maintain diversity of the group of agents while also maintaining reasonable individual performance remains an empirical issue. While we can expect further improvements from more sophisticated use of hints, the fact our relatively simple mechanisms can expect further improvements from more sophisticated algorithms may be quite easily applied.
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