Abstract
We analyze the difficulties in applying Bayesian belief networks to language interpretation domains, which typically involve many unification hypotheses that posit variable bindings. As an alternative, we observe that the structure of the underlying hypothesis space permits an approximate encoding of the joint distribution based on marginal rather than conditional probabilities. This suggests an implicit binding approach that circumvents the problems with explicit unification hypotheses, while still allowing hypotheses with alternative unifications to interact probabilistically. The proposed method accepts arbitrary subsets of hypotheses and marginal probability constraints, is robust, and is readily incorporated into standard unification-based and frame-based models.

1 Introduction
The application of Bayesian belief networks (Pearl 1988) to natural language disambiguation problems has recently generated some interest (Goldman & Charniak 1990; Charniak & Goldman 1988, 1989; Burger & Connolly 1992). There is a natural appeal to using the mathematically consistent probability calculus to combine quantitative degrees of evidence for alternative interpretations, and even to help resolve parsing decisions.

However, to formulate disambiguation problems using belief networks requires an unusual form of hypothesis nodes. Natural language interpretation models (as well as many others) employ the unification operation to combine schemata; this is realized alternatively as slot-filling, role-binding, or attribute co-indexing in feature structures. In extending the models to Bayesian belief networks, unification operations are translated to hypothesis nodes—for example (patient g3)=r2 in figure 1—that sit alongside “regular” hypotheses concerning the features of various conceptual entities. The incorporation of binding hypotheses introduces a modelling difficulty in the context of belief networks. The strength of the unification-based paradigm rests precisely in the relatively symmetric role binding, which is subject to no constraints other than those explicitly given by the linguist or knowledge engineer. However, we argue in section 2 that this same characteristic directly resists models based on the notion of conditional independence, in particular belief networks.

In section 3 we re-analyze the structure of the underlying hypothesis space and its joint distribution. This formulation leads to an alternative approach to approximation, proposed in section 4. A natural language application dealing with nominal compound interpretation is outlined in section 5.

2 Unification Resists Conditional Independence
In conditional independence networks, the values of some hypotheses are permitted to influence others but the paths of influence are restricted by the graph, thus providing computational leverage. In the extreme, a completely connected graph offers no computational shortcuts; instead, to improve performance a distribution should be graphed with the lowest possible connectivity. In general, conditional independence networks have been applied in highly structured domains where low-connectivity approximations can be accurate. The types of domains that invite unification-oriented representations, however, resist low-connectivity approximations, because binding hypotheses have a high inherent degree of interdependence.

Typically in such a domain, there will be some number
of “free” variables \(a, b, c, \ldots\) that are potentially unifiable with others. A unification hypothesis is of the form \(a = b\), and there are \(m = \binom{n}{2}\) such hypotheses. \textit{A priori} knowledge, like selectional restrictions, may help rule out some of these hypotheses, but many bindings will remain possible and we’ll assume here that all unification hypotheses have nonzero probability. \textit{A joint hypothesis} is an assignment of truth values to each of the \(m\) unification hypotheses.\(^1\) The number of legal joint hypotheses is less than \(2^m\) because of the dependence between hypotheses. For example, if \(a = c\) and \(b = c\) are true, then \(a = b\) must also be true. In fact the number of legal joint hypotheses is equal to the number of possible partitionings of a set of \(n\) elements. Figure 2 shows the legal joint hypotheses when \(n = 4\).

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Legal assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a = b)</td>
<td>0 0 0 0 1 0 1 0 1 1</td>
</tr>
<tr>
<td>(a = c)</td>
<td>0 0 0 0 1 0 1 0 1 1</td>
</tr>
<tr>
<td>(a = d)</td>
<td>0 0 0 1 0 1 0 1 1 0 1</td>
</tr>
<tr>
<td>(b = c)</td>
<td>0 0 1 0 0 1 0 1 0 1 1</td>
</tr>
<tr>
<td>(b = d)</td>
<td>0 1 0 0 0 0 1 0 1 0 1</td>
</tr>
<tr>
<td>(c = d)</td>
<td>1 0 0 0 0 0 0 1 1 0 0 1</td>
</tr>
</tbody>
</table>

Figure 2: The legal joint hypotheses for \(n = 4\). Each column shows a permissible truth value assignment.

Now consider the dependence relationships between unification hypotheses. The probabilities of \(a = c\) and \(b = c\) are not independent since they may be affected by the value of \(a = b\); if \(a \neq b\) then all events where \(a = c\) and \(b = c\) are ruled out. However, it is possible for \(a = c\) and \(b = c\) to be conditionally independent given \(a = b\), which can be modelled by

\[
a = c \quad a = b \quad b = c
\]

By symmetry, all three hypotheses must be connected. This extends to larger \(n\), so if \(n = 4\), then if \(a = d\) and \(b = d\) are conditionally independent, it must also be conditioned on \(a = b\):

In general, any pair of unification hypotheses that involve a common variable must be connected. Thus for \(n\) variables, the total number of links is

\[
l = n \cdot \binom{n-1}{2} = \frac{n(n-1)(n-2)}{2} = m(n-2)
\]

which is \(\Theta(n^3)\) or \(\Theta(m^3/2)\). This is better than a completely connected network which would be \(\Theta(n^4)\) or \(\Theta(m^2)\) but there are many loops nonetheless, so evaluation will be expensive. By symmetry, each of the \(m\) hypotheses is of degree

\[
\frac{2l}{m} = 2(n-2)
\]

and any clustering of variables will be subject to this bound.

We conclude that in domains where unification hypotheses are relatively unconstrained, the connectivity of conditional independence networks is undesirably high. This means that it is difficult to find efficient conditional probability representations that accurately approximate the desired joint probability distributions. Therefore, in the next section we reconsider the event space that underlies the joint distribution.

### 3 Back to Basics

Since conditional probabilities do not lend themselves well to representations involving unification hypotheses, we now examine the structure of the joint hypothesis space. Before, we considered the unification hypotheses in explicit form because we sought conditional independence relationships between them. Having abandoned that objective, here we instead consider the feature structures (or frames) that result from assigning truth values to the unification hypotheses. In other words, the unification hypotheses are left implicit, reflected by co-indexed variables (roles) in feature structures.

Figure 3 depicts the qualitative structure of the joint hypothesis space, which forms a semilattice hierarchy. We now take into consideration not only the implicit unification hypotheses, but also implicit hypotheses that specialize the features on the variables; for example, a variable of type \(a\) may be specialized to the subtype \(b\). Each box denotes the feature structure that results from some combination of truth values over a subset of unification hypotheses and specialization hypotheses. Each small shaded box denotes a joint hypothesis specifying the truth values over all unification and specialization hypotheses. Thus the distinction between the shaded and non-shaded boxes is a kind of type-token distinction where the shaded boxes are tokens. Notice furthermore that role specialization and unification are intertwined: a role of type \(x\) results when a type \(x\) role and a type \(y\) role are conjoined by unifying their fillers.
In principle, the joint distribution would be completely specified if we could enumerate the probabilities over the (shaded) tokens. We saw in the previous section that conditional probabilities are not well suited for approximately summarizing distributions over this space, because there is no way to discard large numbers of binding dependencies in the general case. However, there is another straightforward way to store distributional information, namely to record marginal probabilities over the abstract (non-shaded) types, i.e., the sums of probabilities over all descendant leaves. To summarize the distribution approximately, a selected subset of the marginal probabilities can be stored. Theoretically, a set of marginal probabilities induces an equivalent set of conditional probabilities over the same lattice, though it may be an unreasonably large set. If there are any independence relationships to be exploited, equivalently a subset of marginal probabilities can be omitted and the maximum-entropy principle (Jaynes 1979) can be applied to reconstruct the joint distribution.

The advantages of this formulation are: (1) fewer parameters are required since it does not encode redundant distributional information in multiple dependent conditional probabilities, (2) consistency is easier to maintain because the interdependent unification hypotheses are not explicit, (3) it facilitates an alternative structural approximation method for computing a conditional distribution of interest, as discussed in the next section.

4 An Approximation Based on Marginal Constraints

By itself, the marginal probability formulation can reduce probability storage requirements but does not improve computation cost. Computing maximum entropy distributions subject to large numbers of marginal constraints is infeasible in the general case. However, in many applications, including language interpretation, the input cues are sufficient to eliminate all but a relatively small number of hypotheses. Only the distribution over these hypotheses is of interest. Moreover, the input cues may suffice to preselect a subset of relevant marginal probability constraints.

The proposed method takes advantage of these factors by dynamically creating a secondary marginal probability formulation of the same form as that above, but with far fewer constraints and hypotheses, thereby rendering the entropy maximization feasible. In the secondary formulation, only details within the desired hypothesis and constraint space are preserved. Outside this space, the minimum possible number of "dummy" events are substituted for multiple hypotheses that are not of interest. It turns out that one dummy event is required for each marginal constraint. Let \( \mathcal{G} \) be the set of token feature structures and \( \mathcal{G} \) is the set of type feature structures, and \( \mathcal{F} \subseteq \mathcal{G} \cup \mathcal{Q} \). Suppose \( \mathcal{H} = \{h_1, \ldots, h_H\} \subset \mathcal{Q} \) are the candidate hypotheses, and suppose \( \mathcal{M} = \{m_1, \ldots, m_j, \ldots, m_M\} \subset \mathcal{G} \) are the abstract class types that have been preselected as being relevant, with associated marginal probabilities \( P(m_j) \). Denote by \( \subset \) the partial ordering induced on \( \mathcal{H} \cup \mathcal{M} \) by the subsumption semilattice on \( f \)-structure space.

Then we define the secondary formulation as follows. Let the set of dummy events be \( \mathcal{D} = \{d_1, \ldots, d_j, \ldots, d_M\} \), one for each marginal constraint. Define \( \mathcal{F} \equiv \mathcal{H} \cup \mathcal{M} \cup \mathcal{D} \) to be the approximate event space, and define \( \mathcal{H} \equiv \mathcal{H} \cup \mathcal{D} \) to be the approximate hypothesis space. We construct the approximate ordering relation \( \subset \) over \( \mathcal{F} \) according to:

\[
\begin{align*}
\{ a \subset b, & \text{ if } \{ a \in \mathcal{F}; a = m_j; b = d_j \\
& a \nsubseteq c; c = m_j; b = d_j \\
& a \nsubseteq b, \text{ otherwise}
\end{align*}
\]
Let $\hat{P}_{m,j}$ be the marginal probability constraints on $\mathcal{F}$. We use $P_{m,j}$ as estimators for $\hat{P}_{m,j}$. (Of course, since the event space has been distorted by the structural dummy event approximation, actually $P_{m,j} \neq \hat{P}_{m,j}$.)

To estimate the distribution over the hypotheses of interest, along with the dummy events, we compute $\hat{P}_h$, and $\hat{P}_d$, such that

$$\sum_{q \in \mathcal{H}} \hat{P}_q = 1$$

while maximizing the entropy

$$E = -\sum_{q \in \mathcal{H}} \hat{P}_q \log \hat{P}_q$$

subject to the marginal constraints

$$\sum_{q \in \mathcal{H}, m_j \subseteq q} \hat{P}_q = \hat{P}_{m,j}$$

Technical details of the solution are given in Appendix A.

Note that unlike methods for finding maximum a posteriori assignments (Charniak & Santos Jr. 1992) which returns the probability for the most probable joint assignment, the objective here is to evaluate the conditional distribution over a freely chosen set of joint hypothesis assignments and marginal constraints.

One of the strengths of AME is robustness when arbitrarily chosen marginals are discarded. Arithmetic inconsistencies do not arise because the dummy events absorb any discrepancies arising from the approximation. For example, if $C$ through $F$ are discarded from figure 4(a), then $P(A) + P(B) < P(G)$, but the remaining probability weight is absorbed by $G$'s dummy event in (b). The ability to handle arbitrary subpartitions of the knowledge base is important in practical applications, where many different heuristics may be used to preselect the constraints dynamically. In contrast, when there are dependent unification hypotheses in a belief network, discarding conditional probability matrices can easily lead to networks that have no solution.

$$2 \text{From the Brown corpus (Kučera & Francis 1967). Our approach to nominal compounds is discussed in Whi (1990), which proposes the use of probability to address long-standing problems from the linguistics literature (e.g., Lees 1963; Downing 1977; Levi 1978; Warren 1978; McDonald 1982).}$$

5 A Nominal Compound Interpretation Example

In this section we summarize an example from the language interpretation domain that drove the development of AME, a more detailed discussion of which is found in the companion paper (Wu 1993a). Space does not permit a description of the semantics and lexical models; see Wu (1992, 1993b). Although our modelling objectives arise solely from disambiguation problems, we believe the foregoing discussion applies nonetheless to other structured domains involving highly interdependent variable bindings with uncertainty.

The example task here is to interpret the nominal compound "coast road," which in null context most likely means a road in coastal area but, particularly in other contexts, can also mean other things including a road leading to coastal area, a coasting road amenable to coasting, and Highway 1. As is typical with novel nominal compounds, interpretation requires a wide range of knowledge. Figure 5 shows the fairly standard feature-structure notation we use to encode such knowledge; the marginal probabilities in (a) and (b) are the primary representational extension.

During interpretation, a hypothesis network as in figure 6 is dynamically constructed. Each node corresponds to a marginal constraint from the knowledge base, of the form figure 5(a)—(b). Ignoring the boldface marginals for now, the probabilities $P(coast and road)$ and $P(coast and coastal road)$ indicate that when thinking about roads, it is the subcategory of roads running along the coast that is frequently thought of. Similarly $P(coastal road)$ and $P(Highway 1)$ model a non-West Coast resident who does not frequently specialize coastal roads to Highway 1. Together, $P(C:coast)$, $P(C:coast:seacoast)$, and $P(C:coast:coasting accomplishment)$ indicate that the noun coast more frequently designates a seacoast rather than an unpowdered movement. Finally, $P(C:NN:containment)$ indicates that the noun-noun construction signifies containment twice as often as $P(C:NN:linear order locative)$.

Figure 6 summarizes the results of the baseline run and four variants, from a C implementation of AME. In the base run labelled "0:*, the AME estimate of the conditional distribution assigns highest probabilities to road in coastal area and road along coastline (features distinguishing these two hypotheses have been omitted). The next run "1:1" demonstrates what would happen if "coast" more often signified coasting accomplishment rather than seacoast: the coasting road hypothesis dominates instead. In "2:" the noun-noun construction is assumed to signify linear order locatives more frequently than containment. The marginals in "3:" effectively reduce the conditional probability of thinking of roads along the seacoast, given one is thinking of roads in the context of seacoasts. The West Coast res-
ident is modelled in "4:" by an increase in the marginal $P(Highway 1)$.

6 Conclusion
We have discussed the difficulties encountered in applying Bayesian belief networks to domains like language interpretation, which involve unification hypotheses over "free" variables. We observed that the structure of the underlying joint hypothesis space permits an alternative approximate encoding based on marginal rather than conditional probabilities. This implicit binding formulation facilitates a structural approximation method. For many applications, language interpretation in particular, the structural approximation is adequate and flexibility in handling unification hypotheses is quite important, whereas exact probability distribution computation is unnecessary. The method is robust and incorporates readily into unification- or frame-based models.

Acknowledgements
I am indebted to Robert Wilensky, Jerome Feldman, and the members of the BAIR and $L_0$ groups for many valuable
discussions, as well as Graeme Hirst, Geoff Hinton, and their respective groups.

A Details of the Entropy Maximization

To solve the constrained maximization problem in equations (1)—(3), we define a new energy function with Lagrange multipliers, $J$, to be maximized:

$$J = E + \sum_{j=1}^{M} \lambda_j (\dot{P}_{m_j} - \sum_{q \in \mathcal{H}, m_j \in q} \dot{P}_q)$$

$$= - \sum_{q \in \mathcal{H}} \dot{P}_q \log \dot{P}_q + \sum_{j=1}^{M} \lambda_j (\dot{P}_{m_j} - \sum_{q \in \mathcal{H}, m_j \in q} \dot{P}_q)$$

This method is a modified version of Cheeseman's (1987) method, which applied only to feature vectors. Observe that setting the gradients to zero gives the desired conditions:

$$\nabla_{\lambda} J = 0 \Rightarrow \frac{\partial J}{\partial \lambda_j} = 0; 1 \leq j \leq M$$

expresses all marginal constraints

$$\nabla_{\dot{P}} J = 0 \Rightarrow \frac{\partial J}{\partial \dot{P}_q} = 0; q \in \mathcal{H}$$

maximizes entropy

Since the partials with respect to $\dot{P}$ are

$$\frac{\partial J}{\partial \dot{P}_q} = - \log \dot{P}_q - \sum_{j : m_j \in q} \lambda_j$$

then at $\nabla_{\dot{P}} J = 0$,

$$\log \dot{P}_q = - \sum_{j : m_j \in q} \lambda_j$$

Defining $\omega_j \equiv e^{-\lambda_j}$,

$$\dot{P}_q = \prod_{j : m_j \in q} \omega_j$$

the original marginal constraints become

$$\dot{P}_{m_j} = \sum_{q : m_j \in q} \prod_{k : m_k \in q} \omega_k$$

which can be rewritten

$$\dot{P}_{m_j} - \sum_{q : m_j \in q} \prod_{k : m_k \in q} \omega_k = 0$$

The last expression is solved using a numerical algorithm of the following form:

1. Start with a constraint system $X \leftarrow \{\}$ and an estimated $\omega$ vector $()$ of length zero.
2. For each constraint equation,
   (a) Add the equation to $X$ and its corresponding $\omega_i$ term to $(\omega_1, \ldots, \omega_{i-1}, \omega_i)$.
   (b) Repeat until $(\omega_1, \ldots, \omega_i)$ settles, i.e., the change between iterations falls below some threshold:
      1. For each equation in $X$ constraining $\dot{P}_{m_j}$, solve for the corresponding $\omega_j$ assuming all other $\omega$ values have their current estimated values.

References


