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Abstract

Chaos is ubiquitous in our everyday life and even a simple system may manifest chaotic behaviors. Chaos has been a challenge to the methodology of qualitative reasoning as well as classic science and engineering, due to unpredictability and complexity of behavior.

In this paper, I claim that associating continuous domain with symbolic representation, a basic principle of qualitative reasoning, is vital for automating analysis of chaos, as long as it is properly formalized. As an empirical support to this claim, I present a computer program called PSX3 that can semi-automatically explore for chaotic behavior of a given system of piecewise linear ordinary differential equations with three unknown functions. The power of PSX3 originates from an ability of reasoning about smooth surfaces that implicitly exist in the phase space. PSX3 is implemented using Common Lisp and Mathematica™.

Introduction

Chaos is ubiquitous in everyday life. Theoretically, it is known that even a simple system may exhibit chaos. Chaos has been a challenge to classic science. The source of difficulty is twofold: unpredictability due to sensitive dependence on initial conditions and complexity of geometry resulting from fractal structure.

Huberman and Struss (Huberman and Struss, 1989) have taken chaos as a serious challenge to the whole methodology of qualitative reasoning, for the existence of chaos severely limits applicability of various filtering techniques and effect of landmark-based representation, that have been popularly used in qualitative reasoning systems. They propose to regard chaos rather a peculiar phenomenon and carefully separate them from commonsense and qualitative reasoning.

In this paper, I show that associating continuous domain with symbolic domain, a basic principle of qualitative reasoning, is vital for analysis of chaos, as long as it is properly formalized. I claim that qualitative reasoning techniques, with adequate generalization, provide a powerful means for automating analysis of chaos.

As an empirical support to this claim, I present a computer program called PSX3 that can semi-automatically explore for chaotic behavior of a certain class of ordinary differential equations (ODEs) and generate structural description of the behavior. The power of PSX3 originates from an ability of reasoning about smooth surfaces that implicitly exist in the phase space. PSX3 is implemented using Common Lisp and Mathematica™.

In what follows, I take a system of piecewise linear ODEs that exhibits chaotic behavior and discuss issues related to analysis of chaos. Secondly, I describe how PSX3 analyzes chaotic behaviors. Thirdly, I characterize reasoning about smooth surfaces as a generalization of conventional qualitative reasoning techniques. Finally, I discuss the strength and limitation of the current technique and suggest future direction.

A Glimpse of Chaos

In dynamical systems theory (Guckenheimer and Holmes, 1983), it is known that even a simple dynamical system manifests chaotic behavior. For example, Matsumoto and Chua (Matsumoto et al., 1985) have shown that a simple continuous dynamical system consisting of three subsystems of linear ODES with three unknown functions:

\[
\begin{align*}
\frac{dx}{dt} &= \left\{
\begin{array}{l}
-1.8x + 6.3y - 2.7 & (x < -1) \\
0.9x + 6.3y & (-1 \leq x \leq 1) \\
-1.8x + 6.3y - 2.7 & (1 < x)
\end{array}
\right.
\\
\frac{dy}{dt} &= 0.7x - 0.7y + z \\
\frac{dz}{dt} &= -7y
\end{align*}
\]

(1)

exhibits chaotic behavior.

Applied mathematicians study chaotic behavior, by investigating geometric and topological features of trajectories in the phase space spanned by a given set of unknown functions (or state variables). In the case of (1), Matsumoto and Chua have found that trajectories (or orbits) tend towards a chaotic attractor with a "double scroll" structure, two sheet-like thin rings curled up together into spiral forms. Orbits approach...
the attractor as time goes and manifest chaotic behavior as they irregularly transit between the two rings, as illustrated by a sample trajectory shown in Figure 1.

Investigation of chaos can be roughly divided into three stages. The first stage is search for a condition under which a given dynamical system exhibits the attractor as time goes and manifests chaotic behavior in focus. The second stage is qualitative analysis, by applying known measurements such as Lyapunov exponents or fractal dimension (Moon, 1987) to obtain quantitative support of findings. Generally, as one proceeds to the later stages, the more well-studied, sophisticated mathematical techniques are available, some of which have been automated.

Critical issues here are, (a) high-level representation of information such as topology and geometry of orbits, and (b) its application to intelligently controlling numerical analysis. In (Nishida, 1993), I proposed flow mappings as a solution to the first issue. In this paper, I show that qualitative analysis of chaos can in fact be automated, using flow mappings as central representation. I have implemented my theory as a program called PSX3. In the next section, I describe how PSX3 works. Then, I characterize my theory as an advanced formalization of a qualitative reasoning principle.

Exploration for Chaos by PSX3

PSX3 takes a specification of system of piecewise linear ODEs with three unknown functions and a region of analysis, and produces a qualitative and quantitative description of the behavior ranging from the regular to the chaotic, which can be used as a prescription for quantitative measurements.

The procedure incorporated into PSX3 is roughly divided into local analysis, global analysis, and prescription generation for detailed quantitative measurements.

Local Analysis

In local analysis, PSX3 classifies trajectories in each intersection (cell) of region of analysis and a linear region, into coherent bundles of orbit intervals. Roughly, a coherent bundle of orbit intervals is a collection of orbit intervals from/to a singly connected region of a cell surface or the same fixed point (Nishida, 1993). Figure 2a shows how PSX3 partitions the collection of orbit intervals contained in a cell cell-1: \((-3 \leq x \leq -1, -2 \leq y \leq 2, -3 \leq z \leq 3\) made by intersecting a linear region \((x \leq -1)\) and a given region of analysis \((-3 \leq x \leq 3, -2 \leq y \leq 2, -3 \leq z \leq 3\)). Figure 2b shows subsidiary partitioning on the surface of the cell, where each region of the cell surface is identified by the attached number. Figure 2c shows several bundles of orbits that PSX3 has identified in cell-1. Orbits running through regions #83, #95, and #87 on the right side plane \((x = -1)\) of cell-i are qualitatively different with respect to this cell in the sense that they are running out of the cell from different sides of the cell (#77 on top plane \((z = 3)\), #66 on the rear plane \((z = -3)\), and #94 on the right side \((x = -1)\), respectively).

PSX3 represents the result of partitioning as

- \(\{\phi_i\}\), where \(\phi_i\) stands for either a fixed point or a two-dimensional region of the cell surface; and
- a set of flow mappings \(\{\phi_i \rightarrow \phi_j\}\) which represents the structure of flow (the collection of orbits), where a flow mapping \(\phi_i \rightarrow \phi_j\) means that \(\phi_i\) (a two-dimensional region on the cell surface or a fixed point) is mapped to \(\phi_j\) (another two-dimensional region or a fixed point) by the flow underlying the cell.

Figure 2d shows a set of flow mappings for cell-1. Figure 3 shows results of local analysis for the remaining two cells in the given region of analysis. In order to obtain the partitioning, nontrivial amount of qualitative and quantitative analysis is needed as described in (Nishida, 1993).

Global Analysis

After it has generated a set of flow mappings for each cell, PSX3 proceeds to global analysis and takes a col-
(a) partitioning of the flow in cell-1:
\[-3 \leq x \leq -1, \ -2 \leq y \leq 2, \ -3 \leq z \leq 3\]
by a collection of smooth surfaces

(b) resulting partitioning on the surface of cell-1

(c) bundles of orbit intervals
   (1) #83
   (2) #95

(d) representation of the flow by flow mappings

Figure 2: Local analysis PSX has produced for cell-1
Definition 1 Given a set of flow mappings \( \{\phi_i \rightarrow \phi_j\} \) and intersection relations \( \{\phi_m \cap \phi_n \neq \emptyset\} \), an extended set of flow mappings \( \{\phi_p \rightarrow \phi_q\} \) is defined as follows:

1. \( \phi_i \rightarrow \phi_j \Rightarrow \phi_i \rightarrow^* \phi_j \)
2. \( \phi_i \rightarrow \phi_j \wedge \phi_k \rightarrow \phi_m \wedge \phi_j \cap \phi_k \neq \emptyset \Rightarrow \phi_i \rightarrow^* \phi_m \).

Definition 2 Given a set of flow mappings \( \{\phi_i \rightarrow \phi_j\} \) and intersection relations \( \{\phi_m \cap \phi_n \neq \emptyset\} \), \( \Phi = \{\phi_i \rightarrow \phi_j\} \) is a minimal set of mutually transitioning flow mappings if

\[ \forall (\phi_i \rightarrow \phi_j) \in \Phi \ [\phi_j \rightarrow^* \phi_i]. \]

An algorithm for searching for a minimal set of mutually transitioning flow mappings is implemented using a simple graph search algorithm.

In the case of Matsumoto-Chua equations, PSX3 has found a minimal set of mutually transitioning flow mappings, as shown in Figure 4a. The predicted set of mutually transitioning flow mappings suggests that it is likely that the attractor is a composition of several recurrent cycles, rather than a single cycle.

As long as the phase space is partitioned into cells in such a way that each non-point attractor intersects more than one cell, mutually transitioning flow mappings tell the approximate location and structure of the attractor. In other words, the surface of the union of bundles of orbit intervals corresponding to a minimal set of mutually transitioning flow mappings serves an envelope wrapping a candidate of a non-point attractor, as shown in Figure 4b.

**Figure 3: Result of local analysis for cell-2 and cell-3**

**Figure 4: Result of global analysis produced by PSX3**

**Prescription Generation for Quantitative Measurement**

Finally, PSX3 assembles a structured report on its findings as a prescription for further quantitative analysis.
A critical information added at this stage is a Poincaré section and mappings, which are popularly used by applied mathematicians as a basis of quantitative analysis. Poincaré section is a plane that cuts across a recurrent orbit, as illustrated in Figure 5a. A Poincaré map is represented as \( x(t) = x_i \mapsto x(t + 1) = x_{i+1} \), where \( x_i \) is the \( i \)-th point at which the recurrent orbit penetrates the Poincaré section. It is possible to make preliminary diagnosis of a given recurrent orbit by examining the shape of a Poincaré map as a collection of points. The more diverged and fuzzier the Poincaré map becomes, the more likely the orbit in question is chaotic.\(^3\) PSX3 automatically generates a Poincaré section by analyzing critical section of a minimal set of mutually transitioning flow mappings. PSX3 determines where to start tracking an orbit, by intersecting the proposed Poincaré section and the internal region delimited by an envelope wrapping a candidate of a non-point attractor. Figure 5b shows a Poincaré section and an orbit that PSX3 has actually proposed and computed. Figure 5c shows a resulting Poincaré map, which conforms to the one reported in (Matsumoto et al., 1985).

### Reasoning about Smooth Surfaces

One of the fundamental principles of qualitative reasoning is associating continuous domain with symbolic representation by aggregating coherent objects. The techniques embodied by PSX3 fit this schema. PSX3 aggregates orbit intervals (continuous geometric objects) into bundles based on coherency relations defined with respect to a cell, associates each bundle with a flow mapping (symbolic representation), and uses the resulting set of flow mappings to set up a plan for more detailed quantitative measurements. PSX3 integrates qualitative and quantitative analysis for doing these. In particular, the success of PSX3 can be attributed to its ability of constructing representation of smooth surfaces implicitly existing in the phase space, by intelligently controlling numeric and symbolic computation. PSX3 combines numerical analysis and reasoning about smooth surfaces to establish delimiting surfaces in a cell. For example, when encountered with a set of fragmentary observations, PSX3 will consult a library of smooth surface interaction patterns (Nishida, 1993), set up a hypothesis about the underlying geometric structure, and try to verify it in subsequent analysis.

Techniques incorporated into PSX3 can be regarded as an extension of conventional qualitative reasoning techniques in which real numbers are associated with a set of symbols, such as \(-, 0, +\), by a set of landmarks. Although it has made various AI techniques such as GDE (de Kleer and Williams, 1987) applicable to continuous domains, the approach has flawed in several ways, especially in the case of reasoning about chaos.

In contrast, my formalization is based on partitioning the continuous domain by smooth surfaces. Reasoning about smooth surfaces is more sophisticated and powerful, while more computationally expensive.\(^4\)

### Related Work and Discussion

This work is considered to be an effort of developing a computational model of dynamical systems theory (Guckenheimer and Holmes, 1983). Previous work in this direction involves: POINCARE (Sacks, 1991), PSX2NL (Nishida and Doshita, 1991; Nishida et al., 1991), Kalagnanam’s system (Kalagnanam, 1991), MAPS (Zhao, 1993), and Perfect Moment (Bradley, 1992). KAM (Yip, 1991b) is one of the frontier work, though it is for discrete systems (difference equations), as opposed to continuous systems addressed in this paper. Unfortunately, the techniques used in these systems except MAPS (Zhao, 1993) and Perfect Moment

\(^3\)I have not yet automated the evaluation of Poincaré map. Automation could be possible using techniques pioneered by Yip (Yip, 1991a).

\(^4\)However, it should be noted that the amount of redundant computation is significantly reduced for the sake of its expressive power.
(Bradley, 1992) are severely limited to two-dimensional flows whose geometry is significantly simpler than those in three-dimensional phase spaces. Indeed, continuous flow in two-dimensional Euclidean phase space never exhibits chaos.

In MAPS, the flow pipe model is used. A flow pipe represents a homotopy equivalence class of orbits and hence is essentially equivalent to a bundle of orbit intervals, despite some differences at the implementation level. MAPS constructs the information structure in a bottom-up fashion. Unfortunately, this is not enough for exploring for chaos. A guideline is needed to plan numerical computation for constructing a critical flow pipe which may serve as an envelope of a chaotic attractor. The method incorporated into PSX3 is a kind of exhaustive search. PSX3 partitions a given region of analysis into a set of bundles of orbit intervals and searches for a candidate of an envelope of a chaotic attractor. Perfect Moment handles chaos with adaptive grids, which causes several problems due to discretization.

Current implementation of PSX3 is limited in a couple of ways. Firstly, PSX3 is specialized to flow in three-dimensional phase space. This is a rather serious limitation, for most applications of practical interest are defined in higher dimensional phase spaces. The limitation might be overridden either by developing a method of extracting a lower dimensional dynamics from a given system of ODEs, or by taking a direct step towards generalizing the current method. The latter direction requires substantial efforts on reducing computational cost.

Secondly, the subsystem for reasoning about smooth surfaces is "hard wired": there is no separation between a knowledge-base and a general reasoning engine. In developing PSX3, I have manually classified geometric interactions among smooth surfaces and hand-crafted a reasoning algorithm. However, the same approach is intractable for more general classes of problems, namely hyper-surfaces in n-dimensional space. An interesting open problem is to develop a meta-system which can generate a computational theory of reasoning about smooth surfaces in general n-dimensional spaces.

Conclusion

In this paper, I have shown that automated analysis of chaos can in fact be possible, and I have described PSX3 as an empirical support of the claim. The power of PSX3 originates from an ability of reasoning about smooth surfaces that implicitly exist in the phase space.
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5 These two models were independently developed and widely published in the summer of 1991.

6 The flow pipe model is implemented using (a) polyhedral approximation for representing the shape of flow pipes and (b) relational graph representation for representing the topology of the phase portrait.