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Robust Natural Language Processing systems must be able to handle words that are not in their lexicon. We created a classifier that was trained on tagged text to find the most likely parts of speech for unknown words. The classifier uses a contingency table to count the observed features, and a loglinear model to smooth the cell counts. After smoothing, the contingency table is used to obtain the conditional probability distribution for classification.

A number of features, determined by exploration (Tukey 1977), are used. For example, is the word capitalized? Does the word carry one of a number of known suffixes? We maximize the conditional probability of the proposed classification given the features to achieve minimum error rate classification (Duda & Hart 1973).

The baseline results are provided by using only the prior probabilities \( P(c) \) (column Prior). (Weischedel et al. 1993) describe a probabilistic model with four features that are treated as independent, which we reimplemented (column 4 Indep). For comparison, we created a statistical classifier with the same four features (column 4 Class). Our best model was a classifier with nine features (column 9 Class).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Prior</th>
<th>4 Indep</th>
<th>4 Class</th>
<th>9 Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Accuracy</td>
<td>28%</td>
<td>61%</td>
<td>69%</td>
<td>73%</td>
</tr>
<tr>
<td>Overall Res. Amb.</td>
<td>7.6</td>
<td>1.7</td>
<td>2.8</td>
<td>3.4</td>
</tr>
<tr>
<td>2-best Accuracy</td>
<td>53%</td>
<td>77%</td>
<td>87%</td>
<td>87%</td>
</tr>
<tr>
<td>2-best Res. Amb.</td>
<td>2.0</td>
<td>1.5</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>0.4-beam Accuracy</td>
<td>66%</td>
<td>81%</td>
<td>86%</td>
<td></td>
</tr>
<tr>
<td>0.4-beam Res. Amb.</td>
<td>1.2</td>
<td>1.4</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>0.4-beam Size</td>
<td>1.2</td>
<td>1.5</td>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>

(\(n\)-best) Accuracy: Percentage that the correct POS was among the \( n \) most likely POSs.

F-beam Accuracy: All POSs with probability within beam factor \( F \) of the most probable POS.

Residual Ambiguity: Mean perplexity for the POS tags in the answer set.

F-beam Size: Mean number of tags in an answer set derived using beam factor \( F \).

The graph below shows the accuracy of the simple probabilistic model versus the statistical classifier using one to nine features. The accuracy of the classifier is always higher and increases as more features are added, but does not decrease with nuisance features.

The simple probabilistic model, on the other hand, peaks at four features, and then degrades.

In future work, we will apply this method to other ambiguity resolution problems that require a combination of a number of categorial disambiguating features, such as POS tagging and PP attachment.
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