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Abstract

This paper reports the preliminary results of experiments on listening to several sounds at once. Two issues are addressed: segregating speech streams from a mixture of sounds, and interfacing speech stream segregation with automatic speech recognition (ASR). Speech stream segregation (SSS) is modeled as a process of extracting harmonic fragments, grouping these extracted harmonic fragments, and substituting some sounds for non-harmonic parts of groups. This system is implemented by extending the harmonic-based stream segregation system reported at AAAI-94 and IJCAI-95. The main problem in interfacing SSS with HMM-based ASR is how to improve the performance recognition which is degraded by spectral distortion of segregated sounds caused mainly by the binaural input, grouping, and residue substitution. Our solution is to re-train the parameters of the HMM with training data binauralized for four directions, to group harmonic fragments according to their directions, and to substitute the residue of harmonic fragments for non-harmonic parts of each group. Experiments with 500 mixtures of two women’s utterances of a word showed that the cumulative accuracy of word recognition up to the 10th candidate of each woman’s utterance is, on average, 75%.

Introduction

Usually, people hear a mixture of sounds, and people with normal hearing can segregate sounds from the mixture and focus on a particular voice or sound in a noisy environment. This capability is known as the cocktail party effect (Cherry 1953). Perceptual segregation of sounds, called auditory scene analysis, has been studied by psychoacoustic researchers for more than forty years. Although many observations have been analyzed and reported (Bregman 1990), it is only recently that researchers have begun to use computer modeling of auditory scene analysis (Cooke et al. 1993; Green et al. 1995; Nakatani et al. 1994). This emerging research area is called computational auditory scene analysis (CASA) and a workshop on CASA was held at IJCAI-95 (Rosenthal & Okuno 1996).

One application of CASA is as a front-end for automatic speech recognition (ASR) systems. Hearing impaired people find it difficult to listen to sounds in a noisy environment. Sound segregation is expected to improve the performance of hearing aids by reducing background noises, echoes, and the sounds of competing talkers. Similarly, most current ASR systems do not work well in the presence of competing voices or interfering noises. CASA may provide a robust front-end for ASR systems.

CASA is not simply a hearing aid for ASR systems, though. Computer audition can listen to several things at once by segregating sounds from a mixture of sounds. This capability to listen to several sounds simultaneously has been called the Prince Shotoku effect by Okuno (Okuno et al. 1995) after Prince Shotoku (574–622 A.D.) who is said to have been able to listen to ten people’s petitions at the same time. Since this is virtually impossible for humans to do, CASA research would make computer audition more powerful than human audition, similar to the relationship of an airplane’s flying ability to that of a bird.

At present, one of the hottest topics of ASR research is how to make more robust ASR systems that perform well outside laboratory conditions (Hansen et al. 1994). Usually the approaches taken are to reduce noise and use speaker adaptation, and treat sounds other than human voices as noise. CASA takes an opposite approach. First, it deals with the problems of handling general sounds to develop methods and technologies. Then it applies these to develop ASR systems that work in a real world environment.

In this paper, we discuss the issues concerning interfacing of sound segregation systems with ASR systems and report preliminary results on ASR for a mixture of sounds.

Sound Stream Segregation

Sound segregation should be incremental, because CASA is used as a front-end system for ASR systems and other applications that should run in real time. Many representations of a sound have been proposed, for example, auditory maps (Brown 1992) and synchrony strands (Cooke et al. 1993), but most of them are unsuitable for incremental processing. Nakatani and Okuno proposed using a sound stream (or simply stream) to represent a sound (Nakatani et al. 1994). A sound stream is a group of sound components that have some consistent attributes. By using sound streams, the Prince Shotoku effect can be modeled as shown in Fig. 1. Sound streams are segregated by the sound segregation system, and then speech streams are selected and passed on to the ASR systems.

Sound stream segregation consists of two subprocesses:

1. Stream fragment extraction — a fragment of a stream that has the same consistent attributes is extracted from a mixture of sounds.
2. Stream fragment grouping — stream fragments are grouped into a stream according to some consistent attributes.

Most sound segregation systems developed so far have limitations. Some systems assume the number of sounds, or the characteristics of sounds such as voice or music (e.g., (Ramalingam 1994)). Some run in a batch mode (e.g., (Brown 1992; Cooke et al. 1993)). Since CASA tries to manipulate any kind of sound, it should be able to segregate any kind of sound from a mixture of sounds. For that reason, sound segregation systems should work primarily with the low level characteristics of sound. Once the performance of such systems has been assessed, the use of higher level characteristics of sounds or combining bottom-up and top-down processing should be attempted.

Nakatani et al. used a harmonic structure \(^1\) and the direction of the sound source as consistent attributes for segregation. They developed two systems: the harmonic-based stream segregation (HBSS) (Nakatani et al. 1994; Nakatani et al. 1995a), and the binaural harmonic-based stream segregation (Bi-HBSS) systems (Nakatani et al. 1996). Both systems were designed and implemented in a multi-agent system with the residue-driven architecture (Nakatani et al. 1995b). We adopted these two systems to extract stream fragments from a mixture of sounds, since they run incrementally by using lower level sound characteristics. This section explains in detail how HBSS and Bi-HBSS work.

Harmonic-based Sound Segregation

The HBSS uses three kinds of agents: an event-detector, a tracer-generator, and tracers (Fig. 2) (Nakatani et al. 1994; Nakatani et al. 1995a). It works as follows:

1. An event-detector subtracts a set of predicted inputs from the actual input and sends the residue to the tracer-generator and tracers.

2. If the residue exceeds a threshold value, the tracer-generator searches for a harmonic structure in the residue. If it finds a harmonic structure and its fundamental stream, it generates a tracer to trace the harmonic structure.

3. Each tracer extracts a harmonic stream fragment by tracing the fundamental frequency of the stream. It also composes a predicted next input by adjusting the segregated stream fragment with the next input and sends this prediction to the event-detector.

\(^1\)A harmonic structure consists of a fundamental frequency and its integer multiples or overtones.

Binaural Harmonic-based Sound Segregation

When a mixture of sounds has harmonic structures whose fundamental frequencies are very close, HBSS may fail to segregate such sounds. For example, consider two harmonic sounds; one's fundamental frequency is increasing and the other's fundamental frequency is decreasing. When both fundamental frequencies cross, the HBSS cannot know whether two fundamental frequencies are crossing or approaching and departing. To cope with such problems and improve the segregation performance, binaural harmonic-based stream segregation (Bi-HBSS), which incorporates di-
rection information into the HBSS, was proposed (Nakatani et al. 1996).

The Bi-HBSS takes a binaural input and extracts the direction of the sound source by calculating the interaural time difference (ITD) and interaural intensity difference (IID). More precisely, the Bi-HBSS uses two separate HBSSs for the right and left channels of the binaural input to extract harmonic stream fragments. Then, it calculates the ITD and IID by using a pair of harmonic stream fragments segregated. This method of calculating the ITD and IID reduces the computational costs, which is an important advantage since these values are usually calculated over the entire frequency region (Blauert 1983; Bodden 1993; Studler & Rabinowitz 1993). The Bi-HBSS also utilizes the direction of the sound source to refine the harmonic structure by incorporating the direction into the validity. Thus, Bi-HBSS extracts a harmonic stream fragment and its direction. Internally, direction is represented by ITD (msec) and fundamental frequency is represented by cent. The unit, cent, is a logarithmic representation of frequency and 1 octave is equivalent to 1,200 cent.

The Bi-HBSS improves the segregation performance of the HBSS (Nakatani et al. 1995b; Nakatani et al. 1996). In addition, the spectral distortion of segregated sounds became very small when benchmarking was used with various mixtures of two women’s utterances of Japanese vowels and interfering sounds (Nakatani et al. 1996).

However, the usage of binaural inputs may cause spectral distortion, because the spectrum of a binaural input is not the same as that of the original sound due to the shape of the human head. Such transformation is called the head-related transfer function (HRTF) (Blauert 1983). Due to the HRTF, the power of lower frequencies is usually decreased while that of higher frequencies is increased. Thus, it may make it difficult to segregate a person’s speech. The literature mentioned above did not examine this possibility.

**Design of Speech Stream Segregation**

Neither HBSS nor Bi-HBSS can segregate a speech stream, because it contains non-harmonic structures (e.g., consonants, especially unvoiced consonants) as well as harmonic structures (e.g., vowels and some voiced consonants). In this paper, we propose a simple method to extract a speech stream. First, the harmonic structures (vowels and some voiced consonants) of each stream are extracted by HBSS or Bi-HBSS and reconstructed by grouping. This process is called harmonic grouping. Second, non-harmonic structures (or most consonants) are reconstructed by substituting the residue. This process is called residue substitution. These processes also work incrementally, like the stream fragment extraction process. Note that in this scheme, consonants are extracted implicitly.

**Harmonic Grouping** Suppose that a new harmonic stream fragment \( \phi \) is to be grouped. Let \( f_\phi \) be the fundamental frequency of \( \phi \). The harmonic part of a stream is reconstructed in one of the following three ways (Nakatani et al. 1996; Rxsenthal & Okuno 1996):

1. **F-grouping** — according to the nearness of the fundamental frequencies. Find an existing group, say \( \Psi \), such that the difference \( | f_\phi - f_\Psi | < \delta \). The value of \( \delta \) is 300 cent if other new stream fragments exist at the same time with \( f_\phi \). 600 cent otherwise. If more than one existing group is found, \( \phi \) is grouped into the group that is the closest to \( f_\phi \). If only one existing group is found, \( \phi \) is grouped into \( \Psi \). Otherwise, \( \phi \) forms a new group.

2. **D-grouping** — according to the nearness of the directions of the sound source. The range of nearness in ITD is 0.167 msec, which corresponds roughly to 20°. The algorithm is the same as the F-grouping.

3. **B-grouping** — If a stream fragment, \( \phi \), satisfies the above two conditions for a group, \( \Psi \), it is grouped into \( \Psi \). However, if \( \phi \) has more than one such group, the group of minimum combined nearness is selected. The combined nearness, \( K \), is defined as follows:

\[
K = \alpha \frac{|\Delta f|}{c_f} + (1 - \alpha) \frac{|\Delta d|}{c_d}
\]

where \( c_f = 300 \) cent, and \( c_d = 0.167 \) msec. The current value of the normalized factor, \( \alpha \), is 0.47.

The grouping is controlled by the gap threshold; if the time gap between two consecutive stream fragments is less than the gap threshold, they are grouped together with information about the missing components. The current value of the gap threshold is 500 msec, which is determined by the maximum duration of the consonants in the utterance database. Note that since HBSS extracts only harmonic structures, only F-grouping is applicable.

**Residue substitution** The idea behind the residue substitution is based on the observation that human listeners can perceptually restore a missing sound component if it is very brief and replaced by appropriate sounds. This auditory mechanism of phonemic restoration is known as auditory induction (Warren 1970). After harmonic grouping, harmonic components are included in a segregated stream or group, while non-harmonic components are left out. Since the missing components are non-harmonic, they cannot be extracted by either HBSS or Bi-HBSS and remain in the residue. Therefore, the missing components of a stream may be restored by substituting the residue produced by HBSS or Bi-HSS.

The residue substitution, or which part of the residue is substituted for missing components, may be done by one of the following methods:

1. **All-residue substitution** — All the residue is used.

2. **Own-residue substitution** — Only the residue from the direction of the sound source is used.

In this paper, the former method is used, because the latter requires a precise determination of the sound source direction and thus the computational cost of separation is higher. In addition, the recognition performance of the latter is lower than that of the former, as will be shown later.
Issues in Interfacing SSS with ASR

We use an automatic speech recognition system based on a hidden Markov model-based (HMM). An HMM usually uses the three characteristics in speech recognition; a spectral envelop, a pitch or a fundamental frequency, and a label or a pair consisting of the onset and offset times of speech. Since the input is a mixture of sounds, these characteristic, in particular the spectral envelop, are critically affected. Therefore, the recognition performance with a mixture of sounds is severely degraded by spectral distortion caused by interfering and competing sounds.

The segregation of the speech streams is intended to reduce the degradation, and is considered effective in recovering spectral distortion from a mixture of sounds. However, it also introduces another kind of spectral distortion to segregated streams, which is caused by extracting the harmonic structure, the head-related transfer function, or a binaural input, and the grouping and residue substitution. In the next section, the degradation of the recognition performance caused by segregation will be assessed and methods of recovery will be proposed.

The pitch error of Bi-HBSS for simple benchmarks is small (Nakatani et al. 1996). However, its evaluation with larger benchmarks is also needed. The onset of a segregated stream is detected only from the harmonic structures in HBSS. Since the beginning and end of speech are usually comprised of non-harmonic structures, the onset and offset times are extended by 40 msec for sounds segregated by HBSS. Since Bi-HBSS can detect whether a leading and/or trailing sound exists according to the directional information, the onset and offset is determined by this.

Influence of SSS on ASR

In this section, we assess the effect of segregation on ASR and propose methods to reduce this effect.

The ASR system used in this paper

The "HMM-LR" developed by ATR Inc. (Kita et al. 1990) is used system in this paper. The HMM-LR is a continuous speech recognition system that uses generalized LR parsing with a single discrete codebook. The size of the codebook is 256 and it was created from a set of standard data. The training and test data used in this paper were also created by ATR Inc. Since the primitive HMM-LR is a gender-dependent speech recognition system, HMM-LRs for male speakers (the HMM-m) and for female speakers (the HMM-f) were used. The parameters of each system were trained by using 5,240 words from five different sets of 1,048 utterances by each speaker. The recognition performance was evaluated by an open test, and 1,000 testing words were selected randomly from non-training data. The evaluation was based on word recognition. Therefore, the LR grammar for the HMM-m/f consists of only rules that the start symbol derives a terminal symbol directly. The evaluation measure used in this paper is the cumulative accuracy up to the 10th candidate, which specifies what percentage of words are recognized up to the 10th candidate by a particular

Figure 3: Influence of the Harmonic Structure Extraction (Experiment 1)

HMM-LR. This measurement is popular for evaluating the actual speech recognition performance in a whole speech understanding system, because the top n recognition candidates are used in successive language understanding.

Influence of the Harmonic Structure Extraction

To assess the influence of harmonic structure extraction on the word recognition performance, we have defined a new operation called harmonic structure reconstruction, which is done as follows:

1. The HBSS extracts harmonic stream fragments from an utterance of a word by a single speaker.
2. All the extracted harmonic stream fragments are grouped into the same stream.
3. All the residue is substituted in the stream for the time frames where no harmonic structure was extracted.

Experiment 1: Harmonic structure reconstruction and word recognition was performed using the HMM-m for over 1,000 utterances of a word by a male speaker. The cumulative accuracy of the recognition is shown in Fig. 3. In Fig. 3, the curve denoted as the original data indicates the recognition rate for the same original utterances by the same speaker. The word recognition rate was lower by 3.5% for the first candidate when the HMM-m was used, but was almost equal in cumulative accuracy for the 10th candidate. This demonstrates that the harmonic structure reconstruction has little effect on the word recognition performance.

We tried to improve the recognition rate by re-training the parameters of the HMM-LR by using all the training data provided through harmonic structure reconstruction. The resulting HMM-LR, however, did not improve the recognition rate as shown in Fig. 3. Therefore, we did not adopt any special treatment for harmonic structure reconstruction.

Influence of the Head-related Transfer Function

As we mentioned, a binaural sound is equivalent to its original sound transformed by a head-related transfer function (HRTF) with a particular direction.

Experiment 2: To evaluate the influence of the HRTF, all the test data were converted to binaural sounds as follows, and then recognized by the HMM-m.
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HRTFs in four directions \((0^\circ, 30^\circ, 60^\circ, \text{ and } 90^\circ)\) \(^2\) were applied to each test utterance to generate a binaural sound.

2. For each binaural sound, the monaural sound was extracted from the channel with the larger power, in this case, the left channel.

3. The power level was adjusted so that its average power was equivalent to that of the original sound. This operation is called \textit{power adjustment}.

4. The resulting monaural sounds (the \textit{HRTF'ed} test data) were given to the HMM-m for word recognition.

The cumulative recognition accuracy for the HRTF'ed test data is shown in Fig. 4. The original data is also shown for comparison. The decrease in the cumulative accuracy for the 10th candidate ranged from 11.4% to 30.1%. The degradation depended on the direction of the sound source and was the largest for 30° and the smallest for 90°.

**Recovering the Performance Degradation caused by the HRTF**

Two methods to recover the decrease in recognition accuracy caused by HRTF have been tried:

1. Re-training the HMM-LR parameters with the HRTF'ed training data, and

2. Correcting the frequency characteristics of the HRTF.

**Re-training of the parameters of the HMM-LR**

We converted the training data for the HMM-LR parameters by applying the HRTF in the four directions to the training data with power adjustment. We refer to the re-trained HMM-LR for male speakers as the \textit{HMM-hrtf-m}.

The cumulative recognition accuracy of the HRTF'ed test data by the HMM-hrtf-m is shown in Fig. 5. The decrease in the cumulative accuracy was significantly reduced and almost vanishes for 90°. However, the degradation still depended on the direction of the sound source.

**Frequency Characteristics (F-Char) Correction**

The effect of the HRTF is to amplify the higher frequency region while attenuating the lower frequency region. For example, the Japanese word "aji" (taste) sounds like "ashi" (foot) if an HRTF of any degree is applied. To recover the spectral distortion caused by the HRTF, we corrected the frequency characteristics (F-Char) of the HRTR'ed test data through power adjustment. After this correction, the test data were recognized by the HMM-m (Fig. 6). The variance in the recognition rate due to different directions was resolved, but the overall improvement was not as great as with the HMM-hrtf-m.

Since the latter method requires a precise determination of the directions, though, it cannot be used when the sound source is moving. In addition, the size of HRTF data for the various directions is very large and its spatial and computational cost is significant. Therefore, we used the HMM-hrtf-m/f to recognize binaural data.

**Influence of the Harmonic Grouping and Residue Substitution**

**Experiment 3:** The influence of harmonic grouping by the F-grouping, D-grouping, and B-grouping was evaluated by the following method:

1. The Bi-HBSS extracted harmonic stream fragments from binaural input in four directions \((0^\circ, 30^\circ, 60^\circ, \text{ and } 90^\circ)\) for a man's utterance.

2. Sound stream fragments were grouped into a stream by one of the three groupings and the non-harmonic components of the stream are filled in through the all-residue substitution.

---

\(^2\)The angle is calculated counterclockwise from the center, and thus 0°, 90°, and -90° mean the center, the leftmost and the rightmost, respectively.
3. Power adjustment was applied to the segregated sound streams.
4. The resulting sounds were recognized with the HMM-hrtf-m.

The recognition rate is shown in Fig. 7. The best performance was with the D-grouping, while the worst was with the F-grouping. The recognition with the F-grouping was poor because only the previous state of the fundamental frequency was used to group stream fragments. This also led to poor performance with the B-grouping. Longer temporal characteristics of a fundamental frequency should be exploited, but this remains for future work. Therefore, we adopted the D-grouping for the experiments described in the remainder of this paper.

**Experiment 4:** We evaluated the effect of residue substitution by either all-residue substitution or own-residue substitution in the same way as Experiment 3. The resulting recognition rates are shown in Fig. 8. The recognition rate was higher with the all-residue substitution than with the own-residue substitution. This is partially because the signals substituted by the own-residue were weaker than those by the all-residue. Therefore, we will use the all-residue substitution throughout the remainder of this paper.

**Experiments on Listening to a Sound Mixture**

Our assessment of the effect of segregation on ASR suggests that we should use Bi-HBSS with the D-grouping and the all-residue substitution and that segregated speech streams should be recognized by the HMM-hrtf-m/f. We also evaluated monaural segregation by HBSS with the all-residue substitution and the HMM-m/f. The experiments on recognizing a mixture of sounds were done under the following conditions:

1. The first speaker is $30^\circ$ to the left of the center and utters a word first.
2. The second speaker is $30^\circ$ to the right of the center and utters a word 150 msec after the first speaker.
3. There were 500 two-word testing combinations.
4. The power adjustment was not applied to any segregated sound, because the system cannot determine the original sound that corresponds to a segregated sound.

The utterance of the second speaker was delayed by 150 msec because the mixture of sounds was to be recognized directly by the HMM-m/f. Note that the actual first utterance is sometimes done by the second speaker.

**Listening to Two Sounds at the Same Time**

Since the HMM-LR framework we used is gender-dependent, the following three benchmarks were used (see Table 1). The cumulative accuracies of recognition of the original data for Woman 1, Woman 2, Man 1, and Man 2 by the HMM-m/f were 94.19%, 95.10%, 94.99%, and 96.10%, respectively.

The recognition rate was measured without segregation, with segregation by HBSS, and with segregation by Bi-HBSS. The recognition performance in terms of cumulative accuracy up to the 10th candidate is summarized in Tables 2 to 4. The recognition performance of speech segregated by Bi-HBSS was better than when HBSS was used. With Bi-HBSS, the decrease in the recognition rate of the second woman's utterance from that of the original sound was 21.20%. Since these utterances could not be recognized at all without segregation, the error rate was reduced by 75.60% on average by the segregation.

Without segregation, the utterances of the first speaker could be recognized up to 37% if the label (the onset and offset times) was given by some means. In this experiment, the original labels created by human listeners at ATR were used. However, the recognition rate falls to almost zero when another sound is interfering (see the following experiments and Table 6 and 7).

The Bi-HBSS reduces the recognition errors of HBSS by 48.1%, 22.7%, and 23.1% for benchmarks 1, 2, and 3, respectively. The improvement for benchmark 1 is especially large because the frequency region of women's utterances is so narrow that their recognition is prone to recognition errors. Men's utterances, in particular, the second man's utterances of benchmark 3, are not well segregated by HBSS or Bi-HBSS. The fundamental frequency (pitch) of the second man is less than 100 Hz while that of the first man is
about 110 Hz. A sound of lower fundamental frequency is in general more difficult to segregate.

### Table 1: Benchmark sounds 1–3

<table>
<thead>
<tr>
<th>Benchmark No.</th>
<th>Speaker 1</th>
<th>Speaker 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Woman 1</td>
<td>Woman 2</td>
</tr>
<tr>
<td>2</td>
<td>Man 1</td>
<td>Woman 2</td>
</tr>
<tr>
<td>3</td>
<td>Man 1</td>
<td>Man 2</td>
</tr>
</tbody>
</table>

### Table 2: Recognition Rate of Benchmark 1

<table>
<thead>
<tr>
<th>No segregation</th>
<th>10th Cumulative Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>No segregation</td>
<td>—</td>
</tr>
<tr>
<td>HBSS</td>
<td>27.51%</td>
</tr>
<tr>
<td>Bi-HBSS</td>
<td>75.60%</td>
</tr>
</tbody>
</table>

### Table 3: Recognition Rate of Benchmark 2

<table>
<thead>
<tr>
<th>No segregation</th>
<th>10th Cumulative Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>No segregation</td>
<td>—</td>
</tr>
<tr>
<td>HBSS</td>
<td>43.88%</td>
</tr>
<tr>
<td>Bi-HBSS</td>
<td>66.60%</td>
</tr>
</tbody>
</table>

### Table 4: Recognition Rate of Benchmark 3

<table>
<thead>
<tr>
<th>No segregation</th>
<th>10th Cumulative Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>No segregation</td>
<td>—</td>
</tr>
<tr>
<td>HBSS</td>
<td>28.11%</td>
</tr>
<tr>
<td>Bi-HBSS</td>
<td>53.21%</td>
</tr>
</tbody>
</table>

### Table 5: Benchmark sounds 4–5

<table>
<thead>
<tr>
<th>No</th>
<th>1st Speaker (SNR)</th>
<th>2nd Speaker (SNR)</th>
<th>3rd Sound</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Woman 1 (1.7 dB)</td>
<td>Woman 2 (1.7 dB)</td>
<td>Intermittent Sound</td>
</tr>
<tr>
<td>5</td>
<td>Woman 1 (-1.3 dB)</td>
<td>Woman 2 (-1.3 dB)</td>
<td>Intermittent Sound</td>
</tr>
</tbody>
</table>

### Table 6: Recognition Rate of Benchmark 4

<table>
<thead>
<tr>
<th>No segregation</th>
<th>10th Cumulative Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>No segregation</td>
<td>—</td>
</tr>
<tr>
<td>HBSS</td>
<td>19.58%</td>
</tr>
<tr>
<td>Bi-HBSS</td>
<td>52.31%</td>
</tr>
</tbody>
</table>

### Table 7: Recognition Rate of Benchmark 5

<table>
<thead>
<tr>
<th>No segregation</th>
<th>10th Cumulative Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
</tr>
<tr>
<td>No segregation</td>
<td>—</td>
</tr>
<tr>
<td>HBSS</td>
<td>18.07%</td>
</tr>
<tr>
<td>Bi-HBSS</td>
<td>46.48%</td>
</tr>
</tbody>
</table>

### Listening to Three Sounds at the Same Time

Our next experiment was to segregate speech streams from a mixture of three sounds. Two benchmarks were composed by adding an intermittent sound to the sounds of benchmark 1 (see Table 5). The intermittent sound was a harmonic sound with a 250 Hz fundamental frequency that was repeated for 1,000 msec at 50 msec intervals. Its direction was 0°, that is, from the center. The signal-to-noise ratio (SNR) of the woman's utterance to the intermittent sound was 1.7 dB and -1.3 dB, respectively, for benchmark 4 and 5. The actual SNR was further reduced, because the other woman's utterance was also an interfering sound.

The recognition performance in terms of 10th cumulative accuracy are summarized in Tables 6 and 7. The degradation with HBSS and Bi-HBSS caused by the intermittent sound of benchmark 4 was 7.9% and 23.3%, respectively. When the power of the intermittent sound was amplified and the SNR of the woman's utterances decreased by 3 dB as in benchmark 5, the additional degradation with HBSS and Bi-HBSS was 1.5% and 5.8%, respectively. Segregation by either HBSS or Bi-HBSS seems rather robust against an increase in the power level of interfering sounds.

### Discussion and Future work

In this paper, we have described our experiments on the Prince Shotoku effect, or listening to several sounds simultaneously. We would like to make the following observations.

1. Most of the sound stream segregation systems developed so far (Bodden 1993; Brown 1992; Cooke et al. 1993; Green et al. 1995; Ramalingam 1994) run in batch. However, HBSS and Bi-HBSS systems run incrementally, which is expected to make them easier to run in real time.

2. Directional information can be extracted by binaural input (Blauert 1983; Bodden 1993) or by microphone arrays (Hansen et al. 1994; Stadler & Rabinowitz 1993). Our results prove the effectiveness of localization by using a binaural input. However, this severely degrades the recognition rate due to spectral distortion; this has not been reported in the literature as far as we know. Therefore, we are currently engaged in designing a sophisticated mechanism to integrate HBSS and Bi-HBSS to overcome the drawbacks caused by a binaural input.

3. The method to extract a speech with consonants is based on auditory induction, a psychophysical observation. This method is considered as the first approximation for speech stream segregation, because it does not use any characteristics specific to human voices, e.g., formants. In addition, we should attempt to incorporate a wider set of the segregation and grouping phenomena of psychoacoustics such as common onset, offset, AM and FM modulations, formants, and localization such as elevation and azimuth.

4. In HMM-based speech recognition systems, the leading part of a sound is very important to focus the search and if the leading part is missing, the recognition fails. Examination of the recognition patterns shows that the latter part of a word or a component of a complex word is often clearly recognized, but this is still treated as failure.

5. Since a fragment of a word is more accurately segregated than the whole word, top-down processing is expected to play an important role in the recognition. Various methods developed for speech understanding systems should be...
incorporated to improve the recognition and understanding.

(6) In this paper, we used standard discrete-type hidden Markov models for an initial assessment. However, HMM technologies have been improved in recent years, especially in terms of their robustness (Hansen et al. 1994; Minami & Furui 1995). The evaluation of our SSS in sophisticated HMM frameworks remains as future work.

(7) Our approach is bottom-up, primarily because one goal of our research is to identify the capability and limitations of the bottom-up approach. However, the top-down approach is also needed for CASA, because a human listener's knowledge and experience plays an essential role in listening and understanding (Handel 1989).

(8) To integrate bottom-up and top-down processes, system architecture is essential. The HBSS and Bi-HBSS systems are modeled on the residue-driven architecture with multi-agent systems. These systems can be extended for such integration by using subsumption architecture (Nakatani et al. 1994). A common system architecture for such integration is the black board architecture (Cooke et al. 1993; Lesser et al. 1993). The modeling of CASA represents an important area for future work.

Conclusions

This paper reported the preliminary results of experiments on listening to several sounds at once. We proposed the segregation of speech streams by extracting and grouping harmonic stream fragments while substituting the residue for non-harmonic components. Since the segregation system uses a binaural input, it can interface with the hidden Markov model-based speech recognition systems by converting the training data to binaural data.

Experiments with 500 mixtures of two women's utterances of a word showed that the 10th cumulative accuracy of speech recognition of each woman's utterance is, on average, 75%. This performance was attained without using any features specific to human voices. Therefore, this result should encourage the AI community to engage more actively in computational auditory scene analysis (CASA) and computer audition. In addition, because audition is more dependent on the listener's knowledge and experience than vision, we believe that more attention should be paid to CASA in the research of Artificial Intelligence.
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