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Abstract
Domain-independent planning is a notoriously hard search problem. Several systematic search techniques have been proposed in the context of various formalisms. However, despite their theoretical completeness, in practice these algorithms are incomplete because for many problems the search space is too large to be (even partially) explored.

In this paper we propose a new search method in the context of Blum and Furst's planning graph approach, which is based on local search. Local search techniques are incomplete, but in practice they can efficiently solve problems that are unsolvable for current systematic search methods. We introduce three heuristics to guide the local search (Walkplan, Tabuplan and T-Walkplan), and we propose two methods for combining local and systematic search.

Our techniques are implemented in a system called GPG, which can be used for both plan-generation and plan-adaptation tasks. Experimental results show that GPG can efficiently solve problems that are very hard for current planners based on planning graphs.

Introduction
Domain-independent planning is a notoriously very hard search problem. The large majority of the search control techniques that have been proposed in the recent literature rely on a systematic method that in principle can examine the complete search space. However, despite their theoretical completeness, in practice these search algorithms are incomplete because for many planning problems the search space is too large to be (even partially) explored, and a plan cannot be found in reasonable time (if one exists).

Here we are concerned with an alternative search method which is based on a local search scheme. This method is formally incomplete, but in practice it can efficiently solve problems that are very hard to solve by more traditional systematic methods.1

Though local search techniques have been applied with success to many combinatorial problems, they have only recently been applied to planning (Ambite & Knoblock 1997; Kautz & Selman 1998; 1996; Serina & Gerevini 1998). In particular, Kautz and Selman experimented the use of a stochastic local search algorithm (Walksat) in the context of their "planning as satisfiability" framework, showing that Walksat outperforms more traditional systematic methods on several problems (Kautz & Selman 1996).

In the first part of this paper we propose a new method for local search in the context of the "planning through planning graph analysis" approach (Blum & Furst 1995). We formulate the problem of generating a plan as a search problem, where the elements of the search space are particular subgraphs of the planning graph representing partial plans. The operators for moving from one search state to the next one are particular graph modification operations, corresponding to adding (deleting) some actions to (from) the current partial plan. The general search scheme is based on an iterative improvement process, which, starting from an initial subgraph of the planning graph, greedily improves the "quality" of the current plan according to some evaluation functions. Such functions measure the cost of the graph modifications that are possible at any step of the search. A final state of the search process is any subgraph representing a valid complete plan.

We introduce three heuristics: Walkplan, Tabuplan, and T-Walkplan. The first is inspired by the stochastic local search techniques used by Walksat (Selman, Kautz & Cohen 1994), while the second and the third are based on different ways of using a tabu list storing the most recent graph modifications performed.

In the second part of the paper we propose two methods for combining local and systematic search for planning graphs. The first is similar to the method used in Kautz and Selman's Blackbox for combining different search algorithms, except that in our case we use the same representation of the problem, while Blackbox uses completely different representations. The second method is based on the following idea. We use local search for efficiently producing a plan which is almost a solution, i.e., that possibly contains only a few flaws.
(unsatisfied preconditions or exclusion relations involving actions in the plan), and then we use a particular systematic search to “repair” such a plan and produce a valid solution.

Our techniques are implemented in a system called GPG (Greedy Planning Graph). Experimental results show that GPG can efficiently solve problems that are hard for IPP (Koehler et al. 1997), Graphplan (Blum & Furst 1995) and Blackbox (Kautz & Selman 1999).

Although this paper focuses on plan-generation, we also give some preliminary experimental results showing that our approach can be very efficient for solving plan-adaptation tasks as well. Fast plan-adaptation is important, for example, during plan execution, when the failure of some planned action, or the acquisition of new information affecting the world description or the goals of the plan, can make the current plan invalid.

In the rest of the paper, we first briefly introduce the planning graph approach; then we present our local search techniques and the methods for combining systematic and local search; finally, we present experimental results and give our conclusions.

Planning Graphs
A planning graph is a directed acyclic levelled graph with two kinds of nodes and three kinds of edges. The levels alternate between a fact level, containing fact nodes, and an action level containing action nodes. A fact node represents a proposition corresponding to a precondition of one or more operators instantiated at time step t (actions at time step t), or to an effect of one or more actions at time step t−1. The fact nodes of level 0 represent the positive facts of the initial state of the planning problem.

The last level is a proposition level containing the fact nodes corresponding to the goals of the planning problem.

In the following we indicate with [a] the proposition (action) represented by the fact node (action node) a. The edges in a planning graph connect action nodes and fact nodes. In particular, an action node a of level i is connected by:

- **precondition edges** to the fact nodes of level i representing the preconditions of [a],
- **add-edges** to the fact nodes of level i+1 representing the positive effects of [a],
- **delete-edges** to the fact nodes of level i+1 representing the negative effects of [a].

Two action nodes of a certain level are mutually exclusive if no valid plan can contain both the corresponding actions. Similarly, two fact nodes are mutually exclusive if no valid plan can make both the corresponding propositions true.

Two proposition nodes p and q in a proposition level are marked as exclusive if each action node a having an add-edge to p is marked as exclusive of each action node b having an add-edge to q. In the last level of a planning graph there is no pair of mutually exclusive nodes representing goals.

An action node a of level i can be in a “valid subgraph” of the planning graph (a subgraph representing a valid plan) only if all its precondition nodes are supported, and a is not involved in any mutual exclusion relation with other action nodes of the subgraph. We say that a fact node q of level i representing a proposition [q] is supported in a subgraph G of a planning graph G if either (a) in G there is a action node at level i−1 representing an action with (positive) effect [q], or (b) i = 0 (i.e., [q] is in the initial state).

Given a planning problem P and a planning graph G, a solution (plan) for P is a subgraph G' of G such that (1) all the precondition nodes of actions in G' are supported, (2) every goal node is supported, and (3) there are no mutual exclusion relations between action nodes of G'.

Local Search for Planning Graphs
Our local search method for a planning graph G of a given problem P is a process that, starting from an initial subgraph G' of G (a partial plan for P), transforms G' into a solution of P through the iterative application of some graph modifications that greedily improve the “quality” of the current partial plan. Each modification is either an extension of the subgraph to include...
a new action node of \( G \), or a reduction of the subgraph to remove an action node (and the relevant edges).

Adding an action node to the subgraph corresponds to adding an action to the partial plan represented by the subgraph (analogously for removing an action node). At any step of the search process the set of actions that can be added or removed is determined by the \textit{constraint violations} that are present in the current subgraph of \( G \). Such violations correspond to

- mutual exclusion relations involving action nodes in the current subgraph;
- unsupported facts, which are either preconditions of actions in the current partial plan, or goal nodes in the last level of the graph.

More precisely, the search space is formed by the \textit{action subgraphs} of the planning graph \( G \), where an action subgraph of \( G \) is defined in the following way:

**Definition 1** An action subgraph \( A \) of a planning graph \( G \) is a subgraph of \( G \) such that if \( a \) is an action node of \( G \) in \( A \), then the fact nodes of \( G \) corresponding to the preconditions and positive effects of \( [a] \) are also in \( A \), together with the edges of \( G \) connecting them to \( a \).

A \textit{solution subgraph} (a final state of the search space) is defined in the following way:

**Definition 2** A solution subgraph of a planning graph \( G \) is an action subgraph \( A_s \) containing the goal nodes of \( G \) and such that

- all the goal nodes and fact nodes corresponding to preconditions of actions in \( A_s \) are supported;
- there is no mutual exclusion relation between action nodes.

The first part of Figure 1 shows a simple example of an action subgraph \( A \). The actions \texttt{pickup.b} and \texttt{unstack.c.a} of level 0 are mutually exclusive, and therefore they cannot be both present in any solution subgraph. Note that the goal node \texttt{clear.a} is not supported in \( A \) and does not belong to \( A \), even though it must belong to all solution subgraphs. The second part of Figure 1 gives a solution subgraph.

Our general scheme for searching a solution graph consists of two main steps. The first step is an initialization of the search in which we construct an initial action subgraph. The second step is a local search process in the space of all the action subgraphs, starting from the initial action subgraph. In the context of local search for CSP, the initialization phase is an important step which can significantly affect the performance of the search phase (Minton et al. 1992). In our context we can generate an initial action subgraph in several ways. Two possibilities that we have considered in our experiments are: (1) a randomly generated action-subgraph; (2) an action-subgraph where all precondition facts and goal facts are supported (but in which there may be some violated mutual exclusion relations). These kinds of initialization can be performed in linear time in the size of the graph \( G \).

The search phase is performed in the following way. A constraint violation in the current action subgraph is randomly chosen. If it is an unsupported fact node, then in order to eliminate this constraint violation, we can either add an action node that supports it, or we can remove an action node which is connected to that fact node by a precondition edge. If the constraint chosen is an exclusion relation, then we can remove one of the action nodes of the exclusion relation. Note that the elimination of an action node can remove several constraint violations (i.e., all those corresponding to the set of exclusion relations involving the action node eliminated). On the other hand, the addition of an action node can introduce several new constraint violations. Also, when we add (remove) an action node to satisfy a constraint, we also add (remove) all the edges connecting the action node with the corresponding precondition and effect nodes in the planning graph—this ensures that each change to the current action subgraph is another action subgraph.

The decision of how to deal with a constraint violation can be guided by a general objective function, which is defined in the following way:

**Definition 3** Given the partial plan \( \pi \) represented by an action subgraph \( A \), the general objective function \( f(\pi) \) of \( \pi \) is defined as:

\[
    f(\pi) = g(\pi) + \sum_{a \in A} me(a, A) + p(a, A)
\]

where \( a \) is an action in \( A \), \( me(a, A) \) is the number of action nodes in \( A \) which are mutually exclusive with \( a \), \( p(a, A) \) is the number of precondition facts of \( a \) which are not supported, and \( g(\pi) \) is the number of goal nodes in \( \pi \) which are not supported.

It is easy to see that the value of this objective function is zero for any valid plan of a given planning problem. This function can be used in the search process at each search step to discriminate between different possible graph modifications, and to choose one which minimizes the objective function.

**Local search heuristics**

The use of the general objective function to guide the local search might be effective for some planning problems, but it has the drawback that it can lead to local minima from which the search can not escape. For this reason, instead of using the general objective function we use an action cost function \( F \). This function defines the cost of inserting \( (F') \) and of removing \( (F') \) an action \([a]\) in the partial plan \( \pi \) represented by the current action subgraph \( A \). \( F([a], \pi) \) is defined in the following way:
\[
\begin{align*}
F([a], \pi) &= \alpha^t \cdot p(a, A) + \beta^t \cdot me(a, A) + \gamma^t \cdot unsup(a, A) \\
F([a], \pi') &= \alpha^r \cdot p(a, A) + \beta^r \cdot me(a, A) + \gamma^r \cdot sup(a, A),
\end{align*}
\]

where \(me(a, A)\) and \(p(a, A)\) are defined as in Definition 3, \(unsup(a, A)\) is the number of unsupported preconditions in \(A\) that become supported by adding \(a\) to \(A\), and \(sup(a, A)\) is the number of supported preconditions in \(A\) that become unsupported by removing \(a\) from \(A\).

By appropriately setting the values of the coefficients \(\alpha, \beta\), and \(\gamma\) we can implement various heuristic methods aimed at making the search less susceptible to local minima by being "less committed" to following the gradient of the general objective function. Their values have to satisfy the following constraints:

\[
\alpha^t > 0, \quad \beta^t > 0, \quad \gamma^t \leq 0, \quad \alpha^r \leq 0, \quad \beta^r \leq 0, \quad \gamma^r > 0.
\]

Note that the positive coefficients of \(F(\alpha^t, \beta^t\) and \(\gamma^t)\) determine an increment in \(F\) which is related to an increment of the number of constraint violations. Analogously, the non-positive coefficients of \(F(\alpha^r, \beta^r\) and \(\gamma^r)\) determine a decrement in \(F\) which is related to a decrement of the number of constraint violations.

In the following we describe three simple search heuristics, and in the last part of the paper we will present some preliminary experimental results obtained by using these heuristics. The general search procedure at each step randomly picks a constraint violation \(s\) and considers the costs of the action deletions/insertions which resolve \(s\). The action subgraphs that can be obtained by performing the modifications corresponding to such action deletions/insertions constitute the neighborhood \(N(s, A)\) of \(s\), where \(A\) is the current action subgraph. The following heuristics can be used to choose the next action subgraph among those in \(N(s, A)\).

**Walkplan**

Walkplan uses a random walk strategy similar to the strategy used in Walksat (Selman, Kautz & Cohen 1994). Given a constraint violation \(s\), in order to decide which of the action subgraphs in \(N(s, A)\) to choose, Walkplan uses a greedy bias that tends to minimize the number of new constraint violations that are introduced by the graph modification. Since this bias can easily lead the algorithm to local minima from which the search cannot escape, it is not always applied.

In particular, if there is a modification that does not introduce new constraint violations, then the corresponding action subgraph in \(N(s, A)\) is chosen as the next action subgraph. Otherwise, with probability \(p\) one of the subgraphs in \(N(s, A)\) is chosen randomly, and with probability \(1 - p\) the next action subgraph is chosen according to minimum value of the action cost function.

Walkplan can be implemented by setting the \(\alpha, \beta\) and \(\gamma\) coefficients to values satisfying the following constraints: \(\alpha^t, \beta^t > 0, \gamma^t = 0\) and \(\alpha^r, \beta^r = 0, \gamma^r > 0\).

**Tabuplan**

Tabuplan uses a tabu list (Glover & Laguna 1993; Glover, Taillard, & de Werra 1993) which is a special short term memory of actions inserted or removed. A simple strategy of using the tabu list that we have tested in our experiments consists of preventing the deletion (insertion) of an action just introduced (removed) for the next \(k\) search steps, where \(k\) is the length of the tabu list.

At each step of the search, from the current action subgraph Tabuplan chooses as next subgraph the "best" subgraph in \(N(s, A)\) which can be generated by adding or removing an action that is not in the tabu list. The length \(k\) of the tabu list is a parameter that is set at the beginning of the search, but that could also be dynamically modified during the search (Glover & Laguna 1993).

**T-Walkplan**

This heuristic uses a tabu list simply for increasing the cost of certain graph modifications, instead of preventing them as in Tabuplan. More precisely, when we evaluate the cost of adding or removing an action \([a]\) which is in the tabu list, the action cost \(F([a], \pi)\) is incremented by \(\delta \cdot (k - j)\), where \(\delta\) is a small quantity (e.g. 0.1), \(k\) is the length of the tabu list, and \(j\) is the position of \([a]\) in the tabu list.\(^3\)

**Combining local and systematic search**

As the experimental results presented in the next section show, local search techniques can efficiently solve several problems that are very hard to solve for IPP or Graphplan. On the other hand, as general planning algorithms they have the drawback that they cannot detect when a valid plan does not exist in a planning graph with a predefined number of levels. (Hence they cannot determine when the planning graph should be extended.) Furthermore, we observed that some problems that are very easy to solve for the systematic search as implemented in IPP, are harder for our local search techniques (though they are still solvable in a few seconds, and our main interest concerns problems that are very hard for current planners based on planning graphs).

Motivated by these considerations, we have developed a simple method for automatically increasing the size of a planning graph, as well as two methods for

\(^3\)We assume that the tabu list is managed according to a first-in-first-out discipline.

\(^4\)In our current implementation the search from goal-level to init-level at step 5 is initially restricted by limiting the possible number of levels in the (re)planning graph to 3. This number is automatically increased by 2 each time the replanning window is increased by 1 level.
ADJUST-PLAN

Input: A plan $\mathcal{P}$ containing some flaws and a CPU-time limit $\text{max-adjust-time}$.

Output: Either a correct plan or fail.

1. Identify the set $F$ of levels in $\mathcal{P}$ containing a flaw; If $F$ is empty, then return $\mathcal{P}$;
2. Let $i$ be a level in $F$ and remove $i$ from $F$;
3. If $i$ is the last level of $\mathcal{P}$, then set init-level to $i - 1$ and goal-level to $i$, otherwise set init-level to $1$ and goal-level to $i + 1$;
4. While CPU-time $\leq \text{max-adjust-time}$
   5. Systematically replan using as initial facts $F(\text{init-level})$ and as goals $G(\text{goal-level})$, where $F(\text{init-level})$ is the set of facts that are true at level init-level, and $G(\text{goal-level})$ is the set of preconditions of the actions in $\mathcal{P}$ at level goal-level (including the no-ops);
   6. If there is no plan from $F(\text{init-level})$ to $G(\text{goal-level})$, or a search limit is exceeded, then decrease init-level or increase goal-level (i.e., we enlarge the replanning window), otherwise insert the (sub)plan found into $\mathcal{P}$ and goto 1.6
7. Return fail.

Figure 2: Description of the algorithm used by GPG for adjusting a plan generated by the local search.

combining our local search techniques with IPP’s systematic search. These methods are implemented in a planner called GPG (Greedy Planning Graph).5

Like IPP, GPG starts searching when the construction of the planning graph has reached a level in which all the fact goals of the problem are present and are not mutually exclusive. When used in a purely local-search mode, if after a certain number of search steps a solution has not been found, GPG extends the planning graph by adding a level to it, and a new search on the extended graph is performed.6

The first method for combining local and systematic search borrows from Kautz and Selman’s Blackbox the idea of combining different search algorithms in a serial way. In particular, we alternate systematic and local search in the following way. First we search the planning graph using a systematic method as in Graphplan or IPP until either (a) a solution is found, (b) the problem is proved to be unsolvable, or (c) a predefined CPU time limit is exceeded (this limit can be modified by the user). If the CPU-time has been exceeded, then we activate a local search on the planning graph using our local search techniques, which has the same termination conditions as the systematic search, except that the problem cannot be proved to be unsolvable. If the local search also does not find a solution within a certain CPU-time limit, then we extend the planning graph by adding a new level to it, and we repeat the process.

The second method exploits the fact that often when the local search does not find a solution in a reasonable amount of time, it comes “very close” to it, producing action subgraphs representing plans that are quasi-solutions, and that can be adjusted to become a solution by making a limited number of changes to them. A quasi-solution is an almost correct plan, i.e., a plan $\mathcal{P}$ which contains a few unsatisfied preconditions or exclusion relations involving actions in the plan.

This method consists of two phases. In the first phase we search for a quasi-solution of the planning problem using local search (the number of levels in the graph is automatically increased after a certain number of search steps). The second phase identifies the flaws that are present in $\mathcal{P}$, and tries to “repair” them by running ADJUST-PLAN, an algorithm performing systematic search (see Figure 2).

ADJUST-PLAN first identifies the levels of $\mathcal{P}$ which contain a pair of mutually exclusive actions or an action with some unachieved precondition(s). Then it processes these levels in the following way. If level $i$ contains a flaw, then it tries to repair it by replanning from time level $i$ to level $i + 1$ using systematic search. If there exists no plan or a certain search limit is exceeded, then the replanning window is enlarged (e.g., we replan from $i - 1$ to $i + 1$). The process is iterated until a (sub)plan is found, or the search has reached a predefined CPU-time limit (max-adjust-time). The idea is that if $\mathcal{P}$ contains some flaw that cannot be repaired by limited (systematic) replanning, then ADJUST-PLAN returns fail, and the local search is executed again to provide another plan that may be easier to repair.7 When a subplan is found, it is appropriately inserted into $\mathcal{P}$.

At step 6 of ADJUST-PLAN the replanning window can be increased going either backward in time (i.e., init-level is decreased), forward in time (i.e., goal-level is increased), or both.8 The introduction of any subplan found at step 5 does not invalidate the

5GPG is written in C and it uses IPP’s data structures. IPP is available at http://www.informatik.uni-freiburg/~koehler/ipp.html.
6GPG has a default value for this search limit, which is increased each time the graph is extended. The user can change its value, as well as its increment when the graph is extended.
7GPG has a default max-adjust-time that can be modified by the user. In principle, if max-adjust-time were set to sufficiently high values, then ADJUST-PLAN could increase the replanning window to reach the original initial and goal levels of the planning graph. This would determine a complete systematic search, that however we would like to avoid. Also, note that in our current implementation of ADJUST-PLAN, during replanning the actions of $\mathcal{P}$ that are present in the replanning window are ignored (a new local planning graph is constructed).
8Note that when the replanning window is increased by moving the goal state forward, keeping the same initial state, we can use the memoization of unachieved subgoals to prune the search as indicated in (Blum & Furst 1995; Koehler et al. 1997).
rest of the plan. On the contrary, such a subplan may be useful for achieving unachieved preconditions that are present at levels later than the level that started the process at step 2. Note also that since we are currently considering STRIPS-like domains, step 1 can be accomplished in polynomial time by doing a simulation of \( P \). Similarly, the facts that are (necessarily) true at any level can be determined in polynomial time.

As the experimental results presented in the next section show, this method often leads to a solution very efficiently. However, such a solution is not guaranteed to be optimal with respect to the number of time steps that are present in the solution. For this reason, when ADJUST-PLAN finds a solution, we attempt to optimize the adjusted plan, trying to produce a more compact plan (however, for lack of space we omit the description of this process).

On the other hand, it should be noticed that the plans obtained by IPP or Graphplan from a planning graph with the minimum number of levels are not guaranteed to be optimal in terms of the number of actions involved, which is an important feature of the quality of a plan. The experimental results in the next section show that GPG can generate plans with a lower number of actions than the number of actions in plans generated by IPP. Thus, in this sense, in general the quality of the plans obtained with our method is no worse than the quality of the plans obtained with IPP or Graphplan.

Finally, note that the two methods for combining local and systematic search can be merged into a single method, which iteratively performs systematic search, local search and plan-adjustment.

**Experimental results**

In order to test the effectiveness of local search techniques, we have been conducting three kinds of experiments. The first is aimed at testing the efficiency of local search in a planning graph with the (predetermined) minimum number of levels that are sufficient to solve the problem. The second is aimed at testing the combination of local search and plan-adjustment described in the previous section, in which the number of levels in the planning graph is not predetermined. The third concerns the use of our techniques for the task of repairing a precomputed plan in order to cope with some changes in the initial state or in the goal state. Preliminary results from these experiments concern the following domains: Rocket, Logistics, Gripper, Blocks-world, Tyre-world, TSP, Fridge-world and Monkey-world.9

Table I gives the results of the first kind of experiments, which was conducted on a Sun Ultra 1 with 128 Mbytes. The CPU-times for the local search techniques are averages over 20 runs. The table includes the CPU-time required by IPP and by Blackbox (using only Walksat for the search) for solving each of the problems considered. Each run of our methods consists of 10 tries, and each try consists of (a) an initialization phase, in which an initial action subgraph is generated; (b) a search phase with a default search limit of 500,000 steps (graph modifications).10

The first part of the table concerns some problems that are hard to solve for IPP, but that can be efficiently solved using local search methods. In particular, our techniques were very efficient for Rocket and Logistics, where the local search methods were up to more than four orders of magnitude faster than the systematic search of IPP.

The second half of Table I gives the results for some problems that are easy to solve for the systematic search of IPP. Here our local search techniques also performed relatively well. Some of the problems were solved more efficiently with a local search and some others with a systematic search, but in all cases the search required at most a few seconds.

Compared to Blackbox, in general, in this experiment the performance improvement of our search methods was less significant, except for bw.large where they were significantly faster than Walksat.

Table II gives results concerning the second kind of experiment, where GPG uses local search for a fast computation of a quasi-solution, which is then processed by ADJUST-PLAN. This experiment was conducted on a Sun Ultra 60 with 512 Mbytes. As local search heuristic in every run we used Walkplan with noise equal to either 0.3, 0.4 or 0.5 (lower noise for harder problems, higher noise for easier problems).11

In all the tests max-adjust-time was set to 180 seconds and the number of flaws admitted in a quasi-solution was limited to either 2, 4 or 6.

Compared to IPP, GPG found a solution very efficiently. In particular, on average GPG required less than a minute (and 6.3 seconds in the fastest run) to solve Logistics-d, a test problem introduced in (Kautz & Selman 1996) containing 10^14 possible states. More-

---

9The formalization of these domains and of the relative problems is available as part of the IPP package. For the blocks world we used the formalization with four operator: pick up, put down, stack and unstack.

10It should be noted that the results of this experiment were obtained by setting the parameters of our heuristics and of Walksat to particular values, that were empirically chosen as the best over many values tested.

11However, we observed that the combination of local search and plan-adjustment in GPG does not seem to be significantly sensitive to the values of the parameters of the heuristics, and we expect that the use of default values for all the runs would give similar results. Probably the major reason of this is that here local search is not used to find a solution, but to find a quasi-solution. Further experiments for confirming this observation are in progress.
In which we used the settings suggested in (Kantz & Selman 1999) for all the problems, except for Gripper-10/12 which did not find a solution (up to five orders of magnitude faster).

Concerning the problems in the blocks world (bw.large-a, bw.large-b), on average GPG did not perform as well as IPP (though these problems are still solvable in seconds). In these problems the local search can take a relatively high amount of time for generating quasi-solutions, which can be expensive to repair. The reasons for this are not completely clear yet, but we believe that they partly depend on the fact that in planning graphs with a limited number of levels these problems have only a few solutions and quasi-solutions (Clark et al. 1997).

In general, GPG was significantly faster than Blackbox (last columns of Table II) regardless the SAT-solver that we used (either Satz or Walksat).

Table III shows preliminary results of testing the use of local search for the task of plan adaptation, where in the input we have a valid plan (solution) for a problem P, and a set of changes to the initial state or the goal state of P. The plan for P is used as initial subgraph of the planning graph for the revised problem P', that is greedily modified to derive a new plan for P'.

In particular, the table gives the plan-adaptation and plan-generation times for some variants of Logistics.a, where in general the local search performed much more efficiently than a complete replanning using IPP (up to five orders of magnitude faster).

<table>
<thead>
<tr>
<th>Problem</th>
<th>total time</th>
<th>local time</th>
<th>repair time</th>
<th>levels</th>
<th>actions</th>
<th>total time</th>
<th>num. levels</th>
<th>num. actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bw.large.a</td>
<td>140.5(2)</td>
<td>3.35</td>
<td>1.25</td>
<td>13.5(12)</td>
<td>13.6(13)</td>
<td>15.6(13)</td>
<td>18.1(18)</td>
<td>18.1(18)</td>
</tr>
<tr>
<td>Bw.large.b</td>
<td>27.2(2.3)</td>
<td>3.5</td>
<td>23.8</td>
<td>20.8(18)</td>
<td>20.6(18)</td>
<td>20.6(18)</td>
<td>25.5(18)</td>
<td>25.5(18)</td>
</tr>
<tr>
<td>Rocket-1</td>
<td>10.5(1.5)</td>
<td>0.8</td>
<td>0.38</td>
<td>9.2(7)</td>
<td>33(30)</td>
<td>33(30)</td>
<td>33(30)</td>
<td>33(30)</td>
</tr>
<tr>
<td>Rocket-2</td>
<td>1.3(0.4)</td>
<td>1.0</td>
<td>0.3</td>
<td>0.4(7)</td>
<td>32.4(30)</td>
<td>32.4(30)</td>
<td>32.4(30)</td>
<td>32.4(30)</td>
</tr>
<tr>
<td>Logistics.a</td>
<td>3.8(0.8)</td>
<td>0.35</td>
<td>3.5</td>
<td>13.6(11)</td>
<td>63.3(56)</td>
<td>58(62)</td>
<td>58(62)</td>
<td>58(62)</td>
</tr>
<tr>
<td>Logistics.b</td>
<td>3.9(1.4)</td>
<td>0.9</td>
<td>3.0</td>
<td>16.4(13)</td>
<td>59(52)</td>
<td>59(52)</td>
<td>59(52)</td>
<td>59(52)</td>
</tr>
<tr>
<td>Logistics.c</td>
<td>2.4(2.1)</td>
<td>1.66</td>
<td>2.3</td>
<td>16.8(14)</td>
<td>70.8(69)</td>
<td>70.8(69)</td>
<td>70.8(69)</td>
<td>70.8(69)</td>
</tr>
<tr>
<td>Logistics.d</td>
<td>57(6.3)</td>
<td>5.6</td>
<td>50.7</td>
<td>20.5(17)</td>
<td>94.5(84)</td>
<td>77(87)</td>
<td>77(87)</td>
<td>77(87)</td>
</tr>
<tr>
<td>Gripper-10</td>
<td>1.3(0.5)</td>
<td>1.0</td>
<td>0.3</td>
<td>0.4(7)</td>
<td>32(30)</td>
<td>32(30)</td>
<td>32(30)</td>
<td>32(30)</td>
</tr>
<tr>
<td>Gripper-12</td>
<td>320(63.8)</td>
<td>7.14</td>
<td>248.7</td>
<td>29(29)</td>
<td>136(45)</td>
<td>136(45)</td>
<td>136(45)</td>
<td>136(45)</td>
</tr>
</tbody>
</table>

Table II: Performance of GPG using Walkplan and ADJUST-PLAN compared to IPP 3.3 and Blackbox 3.4. The 2nd column gives the average (minimum) CPU-seconds required by IPP to find a solution over 5 runs. The 3rd column gives the average CPU-seconds, number of levels and actions required by IPP. The 10-11th columns give the average CPU-seconds required by Blackbox over 5 runs.
experiment admits a plan with the same number of time steps as in the input plan. Some additional results for this experiment are given in (Gerevini & Serina 1999).

Further experimental results concern the use of ADJUST-PLAN for solving plan-modification problems. In particular, the fifth column of the Table III gives the CPU-time for 16 modifications of Logistics.a. These results together with others concerning 44 modifications of Logistics.b (Gerevini & Serina 1999), Rocket.a and Rocket.b indicate that adjusting a plan using ADJUST-PLAN is much more efficient than a complete replanning with IPP (up to three orders of magnitude faster).

Finally, we are currently testing a method for solving plan-adaptation problems based on a combination of local search and ADJUST-PLAN. The general idea is that we first try to adapt the plan using local search and without increasing the number of time steps in the plan. Then, if the local search was not able to efficiently adapt the plan and this contains only a few flaws, we try to repair it using ADJUST-PLAN, otherwise we use GPG with the combination of local and systematic search described in the previous section. Preliminary results in the Logistics and Rocket domains indicate that the approach is very efficient.

### Conclusions

We have presented a new framework for planning through local search in the context of planning graph, as well as methods for combining local and systematic search techniques, that can be used for both plan-generation and plan-adaptation tasks.

Experimental results show that our methods can be much more efficient than the search methods currently used by planners based on the planning graph approach. Current work includes further experimental analysis and the study of further heuristics for the local search and the plan-adjustment phases of GPG.

Our search techniques for plan-generation have some similarities with Blackbox. A major difference is that, while Blackbox (Walksat) performs the local search on a CNF-translation of the graph, GPG performs the search directly on the graph structure. This gives the possibility of specifying further heuristics and types of search steps exploiting the semantics of the graph, which in Blackbox's translation is lost. For example, if an action node that was inserted to support a fact $f$ violates some exclusion constraint $c$, then we could replace it with another action node, which still supports $f$ and does not violate $c$. This kind of replacement operators are less natural to specify and more difficult to implement using a SAT-encoding of the planning problem.

Another significant difference is the use of local search for computing a quasi-solution, instead of a complete solution, which is then repaired by a plan-adjustment algorithm.
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