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Abstract

This paper addresses the probabilistic inference of geometric structures from images. Specifically, of synthesizing range data to enhance the reconstruction of a 3D model of an indoor environment by using video images and (very) partial depth information. In our method, we interpolate the available range data using statistical inferences learned from the concurrently available video images and from those (sparse) regions where both range and intensity information is available. The spatial relationships between the variations in intensity and range can be efficiently captured by the neighborhood system of a Markov Random Field (MRF). In contrast to classical approaches to depth recovery (i.e. stereo, shape from shading), we can afford to make only weak prior assumptions regarding specific surface geometries or surface reflectance functions since we compute the relationship between existing range data and the images we start with. Experimental results show the feasibility of our method.

Introduction

This paper presents an algorithm for estimating depth information from a combination of color (or achromatic) intensity data and a limited amount of known depth data. Surface depth recovery is one of the classical standard vision problems, both because of its scientific and pragmatic value. The problem of inferring the 3D layout of space is a critical problem in robotics and computer vision, and is often cited as a significant cognitive skill. In the vision community, solutions to such “shape from X” problems are often based on strong prior assumptions regarding the physical properties of the objects in the scene (such as matte or Lambertian reflectance properties). In the robotics community, such depth inference is often performed using sophisticated but costly hardware solutions.

While several elegant algorithms for depth recovery have been developed, the use of laser range data in many applications has become commonplace due to their simplicity and reliability (but not their elegance, cost or physical robustness). In robotics, for example, the use of range data combined with visual information, has become a key methodology, but it is often hampered by the fact that range sensors that provide complete (2-1/2D) depth maps with a resolution akin to that of a camera, are prohibitively costly. Stereo cameras can produce volumetric scans that are economical, but they often require calibration or produce range maps that are either incomplete or of limited resolution.

We seek to reconstruct suitable 3D models from sparse range data sets while simultaneously facilitating the data acquisition process. We present an efficient algorithm to estimate 3D dense data from a combination of video images and a limited amount of observed range data. It has been shown in (Lee, Pedersen, & Mumford 2001) that although there are clear differences between optical and range images, they do have similar second-order statistics and scaling properties (i.e. they both have similar structure when viewed as random variables). Our motivation is to exploit this fact and also that both video imaging and limited range sensing are ubiquitous readily-available technologies while complete volume scanning remains prohibitive on most mobile platforms. Please note that we are not simply inferring a few missing pixels, but synthesizing a complete range map from as little as few laser scans across the environment.

Our method is based on learning a statistical model of the (local) relationship between the observed range data and the variations in the intensity image and use this model to compute unknown depth values. This can be regarded as a form of shape-from-shading (depth inference from variations in surface shading) based on statistical learning, although traditional shape-from-shading is quite different from this approach in its technical details. Here, we approximate the composite of range and intensity at each point as a Markov process. Unknown depth values are then inferred by using the statistics of the observed range data to determine the behavior of the Markov process. The presence of intensity where range data is being inferred is crucial since intensity provides knowledge of surface smoothness and variations in depth. Our approach learns that knowledge directly from the observed data, without having to hypothesize constraints that might be inapplicable to a particular environment.

Previous Work

We base our range estimation process on the assumption that the pixels constituting both the range and intensity images acquired in an environment, can be regarded as the results of pseudo-random processes, but that these random processes
Our objective is to infer a dense range map from an intensity image and a very sparse initial range data. At the outset, we assume that the intensity and range data are already registered. In practice, this registration could be computed as a first step, but we omit this in the current presentation. Note that while the process of inferring distances from intensity superficially resembles shape-from-shading, we do not depend on prior knowledge of reflectance or on surface smoothness or even on surface integrability (which is a technical precondition for most shape-from-shading methods, even where not explicitly stated). We solve the range data inference problem as an extrapolation problem by approximating the *composited* range and intensity at each point as a Markov process. Unknown range data is then inferred by using the statistics of the observed range data to determine the behavior of the Markov process. Critical to the processes is the presence of intensity data at each point where range is being inferred. Intuitively, this intensity data provides at least two kinds of information: (1) knowledge of when the surface is smooth, and (2) knowledge of when there is a high probability of a variation in depth. Our approach learns that information from the observed data, without having to fabricate or hypothesize constraints that might be inapplicable to a particular environment.
We observed in previous experiments that the order of reconstruction highly influences the final result. In those experiments, we used a spiral-scan ordering, whose main disadvantage was the strong dependence from the previous assigned depth value. In the present work, our reconstruction sequence is to first recover the values of those locations for which we can make the most reliable inferences, so that as we reconstruct, we select those voxels for reconstruction that have the largest degree of boundary constraint. We have also observed that reconstruction across depth discontinuities is often problematic as there is comparatively little constraint for probabilistic inference at these locations. Further, such locations are often identified with edges in both the range and intensity maps. In this work we have incorporated edge information and, as we recover augmented voxels, we defer recreation until no more augmented voxels exist. An MRF over \( \mathcal{N} \) is a stochastic process indexed by \( Z_m \) for which, for every \( (x, y) \) and every \( v = (i, r) \) (i.e. each augmented voxel depends only on its immediate neighbors),

\[
P(V_{x,y} = v_{x,y} | V_{k,l} = v_{k,l}, (k,l) \neq (x,y)) = P(V_{x,y} = v_{x,y} | V_{k,l} = v_{k,l}, (k,l) \in \mathcal{N}_{x,y}),
\]

(1)

The choice of \( \mathcal{N} \) together with the conditional probability distribution of \( P(I = i) \) and \( P(R = r) \), provides a powerful mechanism for modeling spatial continuity and other scene features. On one hand, we choose to model a neighborhood \( \mathcal{N}_{x,y} \) as a square mask of size \( n \times n \) centered at the augmented voxel location \( (x, y) \). This neighborhood is causal, meaning that only those augmented voxels already containing information (either intensity, range or both) are considered for the synthesis process. On the other hand, calculating the conditional probabilities in an explicit form is an infeasible task since we cannot efficiently represent or determine all the possible combinations between augmented voxels with its associated neighborhoods. Therefore, we avoid the usual computational expense of sampling from a probability distribution (Gibbs sampling, for example), and synthesize a depth value from the augmented voxel \( V_{x,y} \) with neighborhood \( \mathcal{N}_{x,y} \), by selecting the range value from the augmented voxel whose neighborhood \( \mathcal{N}_{k,l} \) most resembles the region being filled in, i.e.,

\[
N_{best} = \arg\min_{(k,l) \in A} || \mathcal{N}_{x,y} - \mathcal{N}_{k,l} ||,
\]

(2)

where \( A = \{A_{k,l} : \mathcal{N} \} \) is the set of local neighborhoods, in which the center voxel has already assigned a depth value, such that \( 1 \leq \sqrt{(k-x)^2 + (l-y)^2} \leq d \). For each successive augmented voxel this approximates the maximum a posteriori estimate; \( R(k,l) \) is then used to specify \( R(x,y) \).

The similarity measure \( || \cdot || \) between two generic neighborhoods \( \mathcal{N}_a \) and \( \mathcal{N}_b \) is defined as the weighted sum of squared differences (WSSD) over the partial data in the two neighborhoods. The "weighted" part refers to applying a 2-D Gaussian kernel to each neighborhood, such that those voxels near the center are given more weight than those at the edge of the window.

**Experimental Results**

In this section we show experimental results conducted on data acquired in a real-world environment. We use ground truth data from two widely available databases. The first database\(^1\) provides real intensity (reflectance) and range images of indoor scenes acquired by an Odetects laser range finder mounted on a mobile platform. The second database\(^2\) provides color images with complex geometry and pixel-accurate ground-truth disparity data. We also show preliminary results on data collected by our mobile robot, which has a video camera and a laser range finder mounted on it. We start with the complete range data set as ground truth and then hold back most of the data to simulate the sparse sample of a real scanner and to provide input to our algorithm.

\[^1\]http://marathon.csee.usf.edu/range/Database.html

\[^2\]http://cat.middlebury.edu/stereo/newdata.html
This allows us to compare the quality of our reconstruction with what is actually in the scene. In the following, we will consider several strategies for subsampling the range data. In our experiments, we use the Canny edge detector (Canny 1986) for extracting the edges.

**Arbitrary shape of unknown range data**

The first type of experiment involves the range synthesis when the unknown range data is of arbitrary shape. In particular, we show how the shape that contains the unknown range influences their estimation. In Figure 1a, two input range images (the two left images), and the input intensity with its corresponding edge information (the two right images), are given. The percentage of the missing area (shown in white) of both range images is 41.5% (6800 pixels). The perimeters however are different. Fig. 1b shows the synthesized range images (the two left images) and the ground truth range image (the right image) for comparison purposes.

![Figure 1](image1.png)

**Figure 1:** Results on two different shapes of unknown range with same area: 6800 pixels (41.5% of total image).

It can be seen that when synthesizing big areas of unknown range data, our algorithm performs better if the area is not compact, since combinations of already known range and intensity give more information about the geometry of the scene. In other words, the sample spans a broader distribution of range-intensity combinations.

**Range measurements with variable width along the x— and y—axis**

This type of experiment involves the range synthesis when the initial range data is a set of stripes with variable width along the x- and y-axis of the intensity image. In the following experiments, 61% of the total area is unknown range. We conducted experiments on 32 images of common scenes found in a general indoor man-made environment using this case of subsampling. The smoothing parameter for edge detection was set to 0.8 in all examples. Due to space limitations, we are only showing 4 examples in Figure 2. The absolute value of each error is taken and the mean of those values is computed to arrive at the mean absolute residual (MAR) error. The MAR errors from top to bottom are shown in Table 1. The approximated size of each scene is also given. We normalize the MAR error by dividing it by the scene size. This normalized MAR measure is a better indication of how large the error is according to the scene size. Computation time for these results using non-optimized code, is on the order of minutes on a generic PC’s.

![Figure 2](image2.png)

**Figure 2:** Examples on real data. The first two columns are the input intensity and range data, respectively. The area of missing range is 61%. The third column shows the edges detected in the input intensity. The synthesized results are shown in the fourth column and the ground truth range images are displayed in the last column for visual comparison.

<table>
<thead>
<tr>
<th>Ex. 1</th>
<th>Ex. 2</th>
<th>Ex. 3</th>
<th>Ex. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAR Error (cms)</td>
<td>8.58</td>
<td>13.48</td>
<td>11.39</td>
</tr>
<tr>
<td>Approx. scene size (cms)</td>
<td>600</td>
<td>800</td>
<td>500</td>
</tr>
<tr>
<td>MAR/Depth</td>
<td>0.017</td>
<td>0.021</td>
<td>0.024</td>
</tr>
</tbody>
</table>

**Table 1:** MAR errors of the cases shown in Figure 2.

We now show how color information can improve the synthesized results. Figure 3 displays in the first row, the grayscale and color images of the same scene, and to their right the input range data. The percentage of missing range is 61%. The size of the neighborhood is set to be 5x5 pixels. The synthesized results is shown in the second row together with the ground truth data for comparison purposes. It can be seen that there are some regions where color information may help in the synthesis process. For example, the chimney in the center of the image is separated from the background since they have different colors. This is hardly noticeable in the grayscale image.

Some preliminary results on data collected in our own building is presented next. We use a mobile robot with a video camera and a laser range finder mounted on it, to navigate the environment. For our application, the laser range finder was set to scan a 180 degrees field of view horizontally and 90 degrees vertically.
In this paper we have presented an approach to depth recovery that allows good quality scene reconstruction to be achieved in real environments. The method requires both an intensity images and set of partial range measurements input. In fact, the input range measurements are most effective if they are provided in the form of clusters of measurements scattered over the image. This form of sampling is best since it allows local statistics to be computed, but also provides boundary conditions at various locations in the image. While clumps per set are not available from most laser range scanners, swaths of data can be readily and efficiently extracted using laser scanners.

When we use color images in the reconstruction process, it appears that the fidelity of the reconstruction is somewhat improved over achromatic images. This appears to be due to the fact that the color data provides tighter constraint over where and how the interpolation process should be applied. At the same time, the higher dimensionality of the Markov Random Field model for color images may make the reconstruction problem more difficult in some cases.

We have also evaluated the performance of the reconstruction scheme using intensity data from a simple CCD camera and range data from a laser time of flight scanner (LIDAR) mounted near the camera. While these two sensors are mount close together, there remains an unavoidable stereo disparity between the two sensors. This is probably responsible for portion of the reconstruction error we observed. While this is slightly problematic it seems amenable to various solution techniques; in fact, it may be possible to exploit this disparity data as an additional form of stereo.

Critical to the performance of this method is the statistical similarity of the regions being reconstructed and the portions of the image used to define the Markov model. An open question is how to validate this statistical similarity which could be useful both to control and to validate the reconstruction process.
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