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Abstract

A major issue in activity recognition in a sensor network
is how to automatically segment the low-level signal se-
quences in order to optimize the probabilistic recogni-
tion models for goals and activities. Past efforts have re-
lied on segmenting the signal sequences by hand, which
is both time-consuming and error-prone. In our view,
segments should correspond to atomic human activities
that enable a goal-recognizer to operate optimally; the
two are intimately related. In this paper, we present a
novel method for building probabilistic activity mod-
els at the same time as we segment signal sequences
into motion patterns. We model each motion pattern as
a linear dynamic model and the transitions between mo-
tion patterns as a Markov process conditioned on goals.
Our EM learning algorithm simultaneously learns the
motion-pattern boundaries and probabilistic models for
goals and activities, which in turn can be used to accu-
rately recognize activities in an online phase. A major
advantage of our algorithm is that it can reduce the hu-
man effort in segmenting and labeling signal sequences.
We demonstrate the effectiveness of our algorithm using
the data collected in a real wireless environment.

Introduction
With recent advances in pervasive computing technology, it
is now possible to track a moving object’s context informa-
tion as streams of signal data. From these data, a moving
object’s activities can be recognized using various proba-
bilistic techniques. Being able to accomplish activity recog-
nition is critical to many advanced applications. An impor-
tant example is to help people with cognitive disorders live
safely in the community. In recent years, probabilistic mod-
els, such as hidden Markov models (H. H. Bui & West 2002)
and dynamic Bayesian networks (Liao, Fox, & Kautz 2004;
Yin, Chai, & Yang 2004), have been proposed for activity
recognition. An overriding theme of these research works
has been to infer high-level goals from streams of low-level
signals gathered in an uncertain environment where a net-
work of beacons (e.g. satellites and WLAN access points)
and sensors are available.

All these approaches employ a hierarchical probabilistic
framework, by which the gap between high-level goals and
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low-level signals is bridged through the inference of loca-
tions or actions. At the lowest level, a sensor model is needed
to transform low-level signals to high-level actions with a
action-level sensor model, or to locations with a location-
level sensor model. These models must be trained in order
to enable subsequent higher-level inferences to be made for
plan and goals. However, calibrating signals with location
or action labels is a difficult problem. First, building the
training data itself is labor intensive, as a large number of
samples must be calibrated at each location or for each ac-
tion. Second, the labeling of subsequences of signals may
be infeasible to do by hand, because it is impossible to find
the precise signal-segment boundaries that delineate differ-
ent actions. Third, even if location or action labels can be
obtained and the training signal sequences can be labeled,
such data may need repeated updates due to the dynami-
cally changing environment. What would be ideal is to al-
low an activity recognition system to optimally recognize
goals without tediously learning a sensor model at the lo-
cation or action levels. This would permit a mobile agent
to automatically collect the signal traces that correspondto
one or more goals, and allow an activity-recognition system
to figure out signal segments and their correspondence with
the high-level goals.

Our observation is that high-level goals can be directly
inferred from low-level signal segments, where these seg-
ments should in turn be determined by goals themselves.
This seemingly circular argument can be operationalized
through an EM algorithm, which is what we do in this paper.
The result is a goal-level recognition model that by-passes
the location and action levels and directly bridges between
signals and goals. This resulting model can be automatically
trained with less human effort. Consider the following input
to an activity recognition system. The training data consist
of a set of user traces along with goal labels associated with
each trace; this can be relatively cheaply done as we only
require the user to provide goal labels for an entire trace.
A by-product of such a goal-level recognition model is that
each new trace can be automatically partitioned where each
segment naturally defines a user behavior-pattern. Moreover,
goals can be recognized from sequences of discovered mo-
tion patterns.

More specifically, taking the training data as input, we
apply an EM algorithm to obtain a probabilistic segmenta-
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tion model and a goal-recognizer simultaneously. The input
of our algorithm consists of a collection of user traces that
record sensor readings. Each trace is a multivariate time se-
ries associated with a goal label. The EM algorithm aims
to find a set of motion patterns from the training data along
with their transition probabilities, so that goals can be in-
ferred from sequences of motion patterns for a newly ar-
rived user trace. Therefore, the output of the algorithm is
a segmentation model for new traces along with an activity-
recognition model for goals. With the two models learned
from the training data, a new trace can then be partitioned
as it is received by a wireless device using the segmenta-
tion model. The corresponding goals for the new trace can
be recognized using the activity-recognition model.

The rest of the paper is organized as follows. We begin
by formulating our activity recognition problem. We discuss
related work and present our algorithm in the following two
sections. Then we present the results of experiments con-
ducted in a real wireless environment. Finally, we conclude
the paper and discuss directions for future work.

Problem Formulation
LetY be an observed signal sequence on a user’s activities in
the environment. The sequenceY is a multivariate time se-
ries which consists ofT samplesY1, Y2, · · · , YT . Each sam-
ple Yi, 1 ≤ i ≤ T , is a signal vector received at a time in-
stantti, wherem is the dimension of the vector space. Each
sequenceY is associated with one goal label aimed at by the
user. Consider a collectionD of labeled sequencesY , our
objective is to obtain two models,MS andMA, whereMS

is a sequence segmentation model andMA is an activity
recognition model. The output modelsMS andMA can be
precisely described. Given a collection of training sequences
D that consist of signal sequencesDi along with their asso-
ciated goalGi, we wish to find the two models such that the
predicted goalarg maxGk

P (Gk|Di,MS ,MA) coincides
with the ground truth goalGi. This definition can be ex-
tended to multiple goals.

In the online phase, given a new signal sequenceY with
unknown goals, we would like to compute a predicted goal
G∗ for the sequenceY , such that

L∗ = arg max
L

P (L|Y,MS),

G∗ = arg max
Gk

P (Gk|L
∗,MA),

whereL∗ is a sequence of segments used to partition the
sequenceY , andG∗ is a predicted goal forY . The segmen-
tation and goal recognition are performed simultaneously.

Related Work
Activity recognition has been a major focus in the area of
artificial intelligence. However, many traditional approaches
assume that high-level action sequences are provided in the
input and do not concern themselves with the low-level sen-
sory data (Kautz & Allen 1986; Goldman, Geib, & Miller
1999). In recent years, there has been an increasing interest
in inferring a user’s activities through integrating both high-
level behavior and low-level sensor modeling. The work

of (Liao, Fox, & Kautz 2004) applied a dynamic Bayesian
network to estimate a person’s locations and transportation
modes from logs of GPS data with relatively precise location
information. The work of (H. H. Bui & West 2002) intro-
duced an abstract hidden Markov model to infer a person’s
goal from camera data in an indoor environment, but it is
not clear from the article how action sequences are obtained
from camera data. In our previous work (Yin, Chai, & Yang
2004), we proposed a two-level architecture of Bayesian
models to infer a user’s goals using signal-strength measure-
ments in a complex wireless LAN environment. This work
explicitly relied on training a location-based sensor model
to infer locations from signals; the locations are part of the
input that can serve as labels in the training data.

Several works in behavior recognition are related to our
effort. The work of (Czielniak, Bennewitz, & Burgard 2003)
learned motion patterns from collections of trajectories us-
ing the technique of clustering, but the trajectory-segments
need to be constructed by hand. The work of (Li, Wang, &
Shum 2002) applied a linear dynamic model to learn motion
textons from a human-dance sequence, which can then be
used to generate new animation sequences. However, this
work followed an unsupervised framework, which is not
aimed at recognizing high-level goals. The work of (Peur-
sumet al. 2004) employed a hidden Markov model to seg-
ment individual actions from a stream of human motion, but
it requires human-supplied action labels as part of the input
during the learning process. The work of (Bregler 1997) in
computer vision explored how to extract significant features
from video frames to enable high-level activity recognition,
but this work relied on the visual features of camera images
that are not available in a general sensor network.

On the surface, segments can be obtained by applying
time-series analysis algorithms for our problem. However,
on a closer examination, this is not the case. In the data min-
ing area, many previous works (Zaki 2001; Oates 2002) fo-
cused on finding frequent patterns based on the idea of find-
ing frequently recurring segments in a time series. In our
problem, however, the target segments may not correspond
to frequent patterns; thus frequency is not a target metric.
Our problem is also different from general time-series seg-
mentation which aims at partitioning data sequences into in-
ternally homogeneous segments (Keoghet al. 2001). This
work followed an unsupervised framework, which relied on
weak measures of quality that are based on information the-
ory. In contrast, our objective is more specific; it is to seg-
ment data sequences such that goals can be accurately recog-
nized. Thus, the segments that we discover are highly depen-
dent on goals and activities, and may be completely different
from the ones that resulted from an unsupervised method.

Algorithm Description
In this section, we first introduce our segmentation model
used for activity recognition. Then we give a detailed de-
scription of our inference and learning algorithms.

Segmentation Model
Given a multivariate time seriesY which consists ofT sam-
plesY1, Y2, · · · , YT and a goal labelG, we propose a prob-
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abilistic model to represent the observation sequence on
a user’s activity. In our model, there areNm motion pat-
ternsP = {P1, P2, . . . , PNm

} that are generated by hidden
goals. The motion patterns are represented by their respec-
tive model parametersΘ = {θ1, θ2, . . . , θNm

}. Our objec-
tive is to partition the observation sequenceY into Ns seg-
ments, such that each segment can be represented by one of
theNm motion patterns.
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Figure 1: The Probabilistic Segmentation Model

We define segment labels asL = {l1, l2, . . . , lNs
} and

segmentation points asH = {h1, h2, . . . , hNs
}. As shown

in Figure 1, each segment is labeled aslk, where1 ≤ k ≤
Ns. The kth segment starts fromhk and has a minimum
length constrainthk − hk−1 ≥ Tmin. The length of each
segment may be different. We haveNm ≤ Ns because all
theNm motion patterns are learned from the entire sequence
of Ns segments. Consequently, multiple segments can be
represented by the same motion pattern. In addition, the re-
lationship between two adjacent motion patterns is repre-
sented by the probability of transiting from one motion pat-
tern to another. In general, our segmentation model first uses
a Linear Dynamic System (LDS) model to capture the local
linear dynamics involved in each segment, and then use a
transition matrix to model the global non-linear dynamics in
the stochastic process.

Motion Patterns
Intuitively, each motion pattern exhibits similar characteris-
tics in terms of the magnitude and trends in the signal space.
Accordingly, goals can be identified through sequences of
consecutive motion patterns. We define a motion pattern as
an LDS with the following state-space model:

{

Xt+1 = AtXt + Wt

Yt = CtXt + Bt
(1)

whereXt is the hidden variable, andYt is the observed sig-
nal measurement at a time instantt. Wt andBt are inde-
pendent Gaussian noise with covariance matricesQ andR,
respectively.At andCt represent the state transition matrix
and observation matrix, respectively. Therefore, the param-
eters of an LDS can be represented byθ = {A,C,Q,R}.
The length of a motion pattern should be at leastTmin so
that local dynamics can be captured; later, we will explore
the effect of varying the lengths ofTmin.

For a specific goalG, we assume that the transition prob-
ability among motion patterns satisfies a discrete first-order

Markov process, which is represented by a transition matrix

Mij(G) = P (lk = j|lk−1 = i, G). (2)

Such a transition matrix can model the global non-linear dy-
namics involved in the sequences with different goals, corre-
sponding to different sequences of motion patterns that give
rise to goals. Below, we will omit the parameterG when
discussingMij .

Goal-Based Segmentation Algorithm
Given a sequence of observed measurementsY1:T =
{Y1, Y2, . . . , YT }, the model parameters{Θ,M} can be
learned using a maximum likelihood (ML) method

{Θ̂, M̂} = arg max
{Θ,M}

P (Y1:T |Θ,M) (3)

By introducing segment labelsL and segmentation points
H and applying the first-order Markov property, the above
equation can be rewritten as:

P (Y1:T |Θ,M) =
∑

L,H

P (Y1:T , L,H|Θ,M) (4)

=
∑

L,H

[

Ns
∏

j=1

P (Yhj :hj+1−1)Mlj lj+1

]

where MlNs lNs+1
= 1. In the above equation,

P (Yhj :hj+1−1) is the likelihood of observations given
a LDS model, andMlj lj+1

represents the transition
probability between two adjacent LDS models.

Since the variablesL andH are hidden, we can use an EM
algorithm (Dempster, Laird, & B.Rubin 1977) to solve the
above maximum likelihood problem. The algorithm iterates
through two steps until it converges to a local optimum:

• E-step: An inference algorithm is used to find the opti-
mal segment labelsL and segmentation pointsH given
the current model parametersΘ andM such that the like-
lihood P (Y1:T |Θ,M) in equation (4) is maximized. The
detailed algorithm, which is based on dynamic program-
ming and similar to the one used in (Li, Wang, & Shum
2002), will be discussed later.

• M-step: Model parametersΘ are updated by fitting an
LDS model to each segment. The transition matrixM is
calculated asMij =

∑Ns

k=2 δ(lk−1 = i)δ(lk = j) by
counting the labels of segments, whereδ(C) = 1 if and
only if C is true. Then the matrixM is normalized such
that

∑Nm

j=1 Mij = 1.

Model Initialization The initialization of the EM algo-
rithm is done by using a moving-window-based greedy ap-
proach. First, we use a subsequence of the lengthTmin start-
ing from t1 to fit an LDS model and learn the model param-
eters. We gradually increase the length of this subsequence
and update the model parameters until the likelihood of the
model drops dramatically. This implies the end of this seg-
ment and thus we label this segment with its corresponding
LDS model. Then we restart the same process on a new sub-
sequence ofTmin except that we need to test all the existing
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LDS models learnt from the preceding segments. If this sub-
sequence can be fit well by one of these LDS models, it will
be labeled as the one with the highest likelihood. If none of
those LDS models fit the subsequence well, we introduce a
new LDS model and repeat the above precess until the en-
tire sequence is processed. In this way, we can provide our
algorithm with initial model parameters, and let the EM al-
gorithm fine-tune these parameters through an iterative pro-
cedure.

E-step: Inference Algorithm Inference is used as an im-
portant subroutine in the EM algorithm to find the opti-
mal segmentation based on the current model parameters.
We partition an observation sequence into a sequence of
concatenated segments and label each segment as a motion
pattern. We compute globally optimal segmentation points
H = {h2, . . . , hNs

} and segment labelsL = {l1, . . . , lNs
}

by a dynamic programming algorithm shown below.

1. Initialize

J1(t) = max
1≤i≤Nm

P (Y1:t|θi),

E1(t) = arg
i

max P (Y1:t|θi), Tmin ≤ t ≤ T

2. Iterate while2 ≤ n ≤ T/Tmin

Jn(t) = max
1≤i≤Nm

(n−1)Tmin<b≤(t−Tmin)

[Jn−1(b − 1)P (Yb:t|θi)Mli]

En(t), Fn(t) = arg max
i,b

[Jn−1(b − 1)P (Yb:t|θi)Mli]

wherel = En−1(b − 1).

3. Compute the final solution
J(T ) = max

1≤n≤T/Tmin

Jn(T )

Ns = arg max
n

Jn(T )

4. Backtrack the segment points and labels
hNs+1 = T + 1, lNs

= ENs(T ), h1 = 1
hn = Fn(hn+1 − 1), ln−1 = En−1(hn − 1), 1 < n ≤ Ns

In this algorithm,Jn(t) represents the maximum likeli-
hood calculated from partitioning the sequence ending at
time t into a sequence ofn segments.En(t) andFn(t) de-
note the segment label and the beginning point of the last
segment, respectively, in the sequence to achieveJn(t). To
find the optimal segmentation pointb for the nth segment,
the algorithm aims to maximizeJn(t), the likelihood of par-
titioning Y1:t into n segments. In fact,Jn(t) can be calcu-
lated based on three components: (1) the optimal solution to
segmentingY1:(b−1) into n − 1 segments, with the last seg-
ment being recognized as thelth motion pattern; (2) the like-
lihood of fitting Yb:t with current model parameters of mo-
tion patterns; (3) the transition probability froml to a motion
pattern used to fitYb:t. Consequently,Yb:t is labeled as the
ith motion pattern such thatJn(t) is maximized. The com-
plexity of this algorithm isO(NsT

2), but it can be approxi-
mately optimized to be linear with the length of sequenceT
using the greedy algorithms of (Himberget al.2001).

M-step: Fitting an LDS Given a segmentation of an ob-
servation sequence, we can learn the model parameters of
an LDS used to fit each segment. Since the observation se-
quence is a multivariate time series, different dimensions
may correlate with each other in terms of their signal values.
Therefore, we apply Singular Value Decomposition (SVD)
on the observation sequence as follows:

Y = USV T (5)

whereU is a column-orthonormal matrix representing the
principal component directions.S is a diagonal matrix with
nonnegative singular values in descending order along the
diagonal. These singular values represent the importance of
their corresponding principal components. The matrixV en-
codes the coefficients used to expandY in terms ofU . Since
the topk principal components,k ≤ m, can capture a sig-
nificant amount of information of the original data, it is pos-
sible to approximate each dimension by the linear combina-
tions of thek most significant principal components. There-
fore, after performing SVD, we can transform the dataY in
the original space intoX of low dimension

X = SV T , (6)

whereC = U . At the same time, the effect of noise involved
in Y can be dramatically reduced through SVD. Then the
parametersA andQ of a first-order LDS can be estimated
using a maximum likelihood estimation approach. The two
parameters are both diagonal matrices, with each diagonal
element(1 ≤ i ≤ k) corresponding to one dimension ofX,
which are given by:

aj =

∑T
i=1 xtxt−1

∑T
i=1 x2

t−1

, qj =
1

T − 1

T
∑

i=1

(xt − aixt−1)
2 (7)

After the learning process, each goal is associated with a set
of motion patterns and their transition probabilities, which
can be further used to perform goal recognition.

Goal Recognition
We can now infer the most likely goal that corresponds
to a sequence of observations. We define this task of
goal recognitionas follows: given a sequence of segments
l1, l2, . . . , lNs

generated by the inference algorithm, infer the
most likely goalG∗:

G∗ = arg max
Gk

P (Gk|l1, l2, . . . , lNs
)

= arg max
Gk

P (Gk|l1:Ns
).

By applying the Bayes’ Rule, the above equation becomes:

G∗ = arg max
Gk

P (l1:Ns
|Gk)P (Gk)

P (l1:Ns
)

= arg max
Gk

P (l1:Ns
|Gk)P (Gk)

where the termP (l1:Ns
) is a constant and can be dropped

when performing the comparison. In addition,P (l1:Ns
|Gk)

can be calculated through the model parameters of motion
patterns learned from the training data corresponding toGk.
In fact, we perform the segmentation and goal recognition
task at the same time.
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Experimental Results
We conducted experiments to evaluate our proposed algo-
rithm in the office area shown in Figure 2. This environ-
ment is equipped with an IEEE 802.11b wireless network.
A user’s activities are carried out in the three main areas
(Office, Room1 and Room2) and four hallways. Room1 and
Room2 provide facilities for printing services and holding
seminars. In this environment, there are eight access points
that can be detected, of which four access points (AP’s) are
marked with solid circles in the figure. Six goals of a pro-
fessor’s activities, such as “Seminar-in-Room1” and “Exit-
through-Entrance1”, are modeled. We collected 180 traces
using the device driver and API we have developed. Each
trace is represented as a sequence of signal-strength mea-
surements received from the AP’s. We labeled each trace
by its intended goal by hand for evaluation. In addition to
our goal-based segmentation algorithm (which we refer to as
GBS-based model), we implemented another sensor-model-
based recognition algorithm proposed in our previous work
(Yin, Chai, & Yang 2004) (which we refer to asSM-based
model) for comparison.

Environmnt Settting
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Entrance 3


HW
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Office
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Figure 2: The Layout of Office Area

Sensor-Model-Based Recognition Algorithm
SM-based modelis a two-level Bayesian model used to infer
a user’s goal from traces of signal-strength measurements.
The lowest level is a location-level sensor model. In this
model, we relate each location in a finite location space
S = {s1, . . . , sn} with observations in an observation space
Y = {Y1, . . . , Ym}. The location-level sensor modelis de-
fined as a predictive model using the conditional probabili-
tiesPr(Yj |si), the likelihood of observing sensor measure-
mentYj ∈ Y at locationsi ∈ S.

Based on the location-level sensor model, actions
can be next inferred in this framework by computing
P (Aτ |Y1, Y2, . . . , Yt). At the next level up, we can further
infer goals from actions. In particular, given an inferred tem-
poral sequence of actions obtained so farA1, A2, . . . , At,
find the corresponding most likely goalG∗:

G∗ = arg max
Gk

P (Gk|A1, A2, . . . , At)

= arg max
Gk

P (Gk|A1,t).

By applying the Bayes’ Rule, the above formula becomes:

G∗ = arg max
Gk

P (A1,t|Gk)P (Gk)

P (A1,t)

= arg max
Gk

P (A1,t|Gk)P (Gk)

In our implementation of this model, much calibration effort
was incurred for training the location-level sensor model.In
our experiments, the environment was modeled as a space
of 99 locations, each representing a 1.5-meter grid cell. To
build the sensor model, we collected 100 samples at each lo-
cation, one per second. This calibration work requires that
we label each sample by its corresponding location. The
whole process took several days to finish.

Goal-Based Segmentation Algorithm Performance
Figure 3 gives an example of conducting our proposed al-
gorithm on an observation trace collected from four AP’s.
This sequence records the movements of a user from “En-
trance2” to his office. As we can see from the figure, this
sequence is partitioned into five segments and each segment
represents a typical motion pattern. For example, the seg-
mentsseg3andseg4indicate the user walks through HW3
because the signals from AP1 significantly increase and then
decrease, while the signals from the other AP’s gradually
decrease;seg5indicates the user stays in his office because
signals are relatively stable. This shows that our algorithm
can segment an observation trace into meaningful motion
patterns. In our experiments, such motion patterns can be
usually found within four iterations using the EM algorithm.
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Figure 3: An Observation Trace from Four AP’s

Figure 4 shows the change of log-likelihood with respect
to different minimum length constraintsTmin. Tmin affects
the parameters of LDS models fitted on a signal sequence.
Therefore, we performed experiments to determine an op-
timal Tmin for each goal. We can see from the figure that
the optimalTmin for G1 andG2 are 35 and 25, respectively.
At these two points, the maximum log-likelihood of signal
sequences for the two goals can be reached. We can also
observe that whenTmin is either too large or too small, the
performance of segmentation and goal recognition degrades.
This is because whenTmin is too large, the segments can-
not be modeled well by an LDS model. WhenTmin is too
small, the search space becomes large, and the greedy search
algorithm can easily get trapped in a local minimum.
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Figure 5 compares the average recognition accuracy of
GBS-based modelandSM-based modelwith respect to dif-
ferent numbers of training traces. As we can see from the
figure, as the number of training traces increases, the recog-
nition accuracy of the two models increases steadily. This
occurs because, the model parameters can be estimated more
accurately when more training data are used. As a whole, the
performance ofGBS-based modelwithout building sensor
models is comparable to that ofSM-based model. In partic-
ular, when the training data are sparse,GBS-based model
can even outperformSM-based model. This is becauseSM-
based modelemploys a hierarchical model to infer a user’s
locations, actions and goals based on the sensor model. In
this model, a large number of parameters need to be esti-
mated and, as a result, an accurate estimation can not be ob-
tained without a lot of training data.GBS-based model, in
contrast, relies on the characteristics of signals themselves
to generate motion patterns, which reduce the number of pa-
rameters that need to be estimated. Therefore, less training
data are required in the learning process.

Conclusions and Future Work
We have presented a novel approach for activity recogni-
tion through segmenting low-level signal sequences with a
goal-based model. In our approach, we applied a probabilis-
tic model in which each segment of signals is represented
as an LDS model and the transitions between segments as
a Markov process conditioned on goals. Our EM learning
algorithm simultaneously learns the motion-pattern bound-
aries and probability models for goals, which in turn can be

used to accurately recognize activities in an online phase.
We have conducted experiments in a real wireless environ-
ment, in which we showed that our proposed model can ac-
curately recognize a user’s goals with less calibration effort.

In the future, we wish to continue in this direction in
reusing the motion patterns that are obtained in this anal-
ysis. One application is to use them for the task of planning,
and another is to recognize abnormal activities performed by
unknown agents for security monitoring applications.
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