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Abstract
Critiquing is an important form of feedback in conversational recommender systems. However, in these systems the user is usually limited to critiquing a single product feature at a time. Recently dynamic critiquing has been proposed to address this shortcoming, by automatically generating compound critiques over multiple features that may be presented to the user at recommendation time. To date a number of different versions of dynamic critiquing have been evaluated in isolation, and with reference to artificial users. In this paper we bring together the main flavors of dynamic critiquing and perform a large-scale comparative evaluation as part of an extensive real-user trial. This evaluation reveals some interesting facts about the way real users interact with critique-based recommenders.

Introduction
Product recommender systems are designed to help users to find the products (e.g., books, computers, furniture, travel packages, etc.) they want faster. So-called conversational recommender systems have been especially successful as e-commerce solutions, helping prospective buyers to quickly locate suitable products by facilitating the incremental construction of a more accurate picture of their requirements.

Conversational recommender systems typically make a sequence of recommendations, offering users an opportunity to provide feedback in order to influence future recommendation cycles. Different types of feedback (e.g. value elicitation, ratings-based and preference-based feedback) vary in terms of their recommendation-efficiency/cognitive-load characteristics. One feedback technique that achieves a useful balance is critiquing, which allows users to constrain a product feature, without requiring them to provide a specific value (Burke, Hammond, & Young 1996). For example, a user of a digital camera recommender might indicate that they are looking for something “less expensive” by critiquing the Price feature of a suggestion. This standard approach to critiquing focuses on the use of so-called unit critiques that constrain a single feature at a time.

Recently, researchers have explored the possibility of critiquing multiple features simultaneously in order to facilitate larger jumps through a product space. For example, the dynamic critiquing family of algorithms by McCarthy et al. (2004) demonstrates how the automatic generation of these so-called compound critiques during each recommendation cycle can significantly reduce recommendation session lengths.

In this paper we build on recent work in this area and, describe a recommendation approach that combines unit and compound methods of critiquing. We describe a number of approaches to generating compound critiques, one of which looks at ways to improve the diversity of compound critiques and another that allows a user’s session critiquing history to influence recommendation. In a previous paper (McCarthy et al. 2005b), we reported on a small real-user study which we performed to test our prototype system and we reported initial results of our basic dynamic critiquing strategy. In this paper we present a new large-scale, real-user evaluation of dynamic critiquing comparing the effectiveness of 4 versions of the approach across more than 1000 real-user recommendation sessions. The results demonstrate the significant benefits that are possible with dynamic critiquing, and also clarify a number of outstanding issues in relation to the way in which real users interact with a unit and compound critiquing interface.

Dynamic Critiquing

Figure 1 shows a screen-shot of a conversational recommender system that we have developed to showcase and evaluate dynamic critiquing. It shows a recommended case, its unit critiques and three relevant compound critiques. From here the user can select a critique to inform the next recommendation, terminating their session when they see a satisfactory camera. In its current guise our system presents users with an interface that combines static and dynamic elements according to the principle of partitioned dynamicity; see (Weld et al. 2003). Accordingly the static interface elements (which include the camera description and unit critiques) are augmented by a separate panel for the dynamic, compound critiques. In this way it was possible to provide a level of interface adaptability (changing and context-sensitive compound critiques) without obscuring the core functionality provided by the primary interface elements.

---
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The Standard Dynamic Critiquing Approach

In this section we outline how these compound critiques are generated and discuss a number of techniques for improving their quality. The standard approach to dynamic critiquing has been previously described by (McCarthy et al. 2004).

The basic idea is that during every recommendation cycle, in addition to selecting a new case to recommend to the user, the system should also present a set of compound critiques that characterise the remaining cases. For example, in Figure 1 we see an example of a compound critique leading to 169 cases with less resolution and a different format for a cheaper price. Generating these compound critiques involves 3 basic steps:

STEP 1 - Generating Critique Patterns: For a given recommendation cycle each of the remaining cases is described by a critique pattern which captures the relationship between each case and the current recommended case. For example, Figure 2 shows an example from the Digital Camera domain. The resulting critique pattern reflects how a case differs from the current case in terms of individual feature critiques. For example, the critique pattern shown includes a “<” critique for Resolution— we will refer to this as [Resolution <]— because the comparison case has less pixels than the current recommendation.

STEP 2 - Mining Compound Critiques: This step involves identifying recurring patterns of unit critiques within the current set of critique patterns. This is similar to the market-basket analysis task where the well-known Apriori algorithm (Agrawal et al. 1996) has been used to characterize recurring itemsets as association rules of the form \( A \rightarrow B \). During this stage, Apriori is applied during each cycle to the remaining product cases in order to identify groups of recurring unit critiques; we might expect to find the co-occurrence of unit critiques like [Resolution >] infers [Price >]. Apriori returns lists of compound critiques of the form \([ Resolution >], [ Price >]\) along with their support values (the percentage of critique patterns for which the compound critique holds).

STEP 3 - Grading Compound Critiques: Of course it is not practical to present large numbers of different compound critiques as user-feedback options in each cycle. A filtering strategy is used to select the \( k \) most useful critiques for presentation purposes based on their support values; compound critiques with low support values have the ability to eliminate many product cases from consideration if chosen. The work of (McCar thy et al. 2004) has looked at a number of ways to filter critiques, concluding that preferring critiques with low support values has the potential to offer the best recommendation efficiency benefits.

Improving Critique Diversity

Sometimes the critique generation strategy can produce poor quality compound critiques that are very similar to each other, limiting their applicability. One potential solution to this problem is to actively improve the diversity of compound critiques by including a direct measure of diversity during critique selection. Similar issues have been investigated by (McGinty & Smyth 2003; Shimazu 2001), albeit in a different recommender context. For example the diversity enhancing algorithm described by (Smyth & McClave 2001) selects items on the basis of a quality metric that maximizes similarity to some target item, while minimizing average similarity to the items selected so far. In (McCarthy et al. 2005a) a similar quality metric is defined for compound critiquing as shown by Equation 1, and a similar selection strategy is used during critique selection; note \( cc \) stands for the current compound critique being considered, \( C \) represents the set of critiques so far selected and \( U(C) \) is the set of unit critiques that make up \( C \). Priority is given to compound critiques with low support scores, that are diverse relative to any compound critiques that have been so far selected for presentation to the user.

\[
D_{\text{Qual}}(cc, C) = \text{Support}(cc) \times \left( 1 - \frac{|U(\{cc\}) \cap U(C)|}{|U(\{cc\}) \cup U(C)|} \right) 
\] (1)

Incremental Critiquing

Another problem with the standard approach stems from the fact that when it comes to generating critiques for the current cycle, no direct consideration is given to feedback previously provided by users during a session. Many users may not have a clear understanding of their requirements at the beginning of a session and rely on the recommender as a
Incremental Critiquing (Reilly et al. 2004) addresses these problems by considering past critique selections in each recommendation cycle. It does this by maintaining a session-based user model made up of those critiques chosen by the user so far. This model is given by $U = \{U_1, ..., U_n\}$, where $U_i$ is a single unit critique. During recommendation this model is used to influence the choice of a new product case, along with the current critique. After a critique has been selected the model is updated accordingly, with compound critiques separated into their constituent unit parts.

Maintaining an accurate user model, however, is not quite as simple as storing a list of previously selected critiques. As we have mentioned above, some critiques may be inconsistent with earlier critiques. For example, in the case of a Digital Camera recommender, a user selecting a critique for more digital zoom, beyond the 5x of the recommended case, may later contradict themselves by indicating a preference for less digital zoom than the 3x offered by a subsequent case. In addition, a user may refine their requirements over time. They might start by indicating a preference for more than 3.1M Pixels resolution. Later they might indicate a preference for more than 5.0M Pixels. The incremental critiquing strategy updates the user model by adding the latest critique only after pruning previous critiques so as to eliminate these sorts of inconsistencies. Specifically, prior to adding a new critique all existing critiques that are inconsistent with it are removed, as are all existing critiques for which the new critique is a refinement.

$$\text{Compat}(c', U) = \sum_{i=1}^{n} \text{satisfies}(U_i, c') |U|$$  \hspace{1cm} (2)

$$IQual(c', c, U) = \alpha \ast \text{Compat}(c', U) + (1 - \alpha) \ast \text{Sim}(c', c)$$  \hspace{1cm} (3)

The theory behind the user model is that it should be used to influence the recommendation process, prioritising those product cases that are compatible with its critiques. The standard approach to recommendation, when using critiquing, is a two step one. First, the remaining cases are filtered by eliminating all of those that fail to satisfy the current critique. Next, these filtered cases are rank ordered according to their similarity to the current recommendation. Incremental critiquing makes one important modification to this procedure. Instead of ordering the filtered cases on the basis of their similarity to the recommended case, a compatibility score for each candidate case is also computed. This compatibility score is essentially the percentage of critiques in the user model that this case satisfies (see Equation 2 and note that $\text{satisfies}(U_i, c')$ returns 1 when the critique, $U_i$ satisfies the filtered case, $c'$, and returns 0 otherwise). Thus, a case satisfying 3 out of 5 critiques in a user model gets a compatibility score of 0.6.

This compatibility score is then combined with the candidate’s ($c'$) similarity to the recommended product case, $c$, in order to obtain an overall quality score as in Equation 3; by default $\alpha = 0.75$. This quality score is used to rank order the filtered cases prior to the next recommendation cycle and the case with the highest quality is then chosen as the new recommendation. This approach allows us to prioritise those candidate cases that: (1) satisfy the current critique; (2) are similar to the most recently recommended case; and (3) satisfy many previous critiques. In so doing we are implicitly treating the past critiques in the user model as soft constraints for future recommendation cycles; it is not essential for future recommendations to satisfy all of the previous critiques, but the more they satisfy, the better they are regarded as recommendation candidates. Moreover, given two candidates that are equally similar to the previously recommended case, the algorithm prefers the one that satisfies the greater number of recently applied critiques.

**Evaluation**

We have previously reported on a small user study where we showed rudimentary efficiency results for our basic dynamic critiquing approach (McCarthy et al. 2005b). In this paper we are especially interested in understanding how users interact with the compound critiques that are generated by the different critiquing strategies. Firstly, we report on a direct comparison between the different critique generation strategies, comparing their overall application frequency and session length characteristics; in particular we analyse the session length implications of low versus high usage frequencies. Secondly, we perform a more fine-grained analysis in order to investigate when users tend to use compound critiques. We are especially interested in patterns of usage that might indicate a propensity to use compound critiques at the start of a session, in order to help the user to focus quickly in on a relevant region of the product-space, with unit critiques being used later in sessions, in order to fine-tune their requirements. Finally, we return to the issue of the frequency-of-use by asking whether there appears to be an optimal usage frequency that delivers the best efficiency gains. We answer these questions with reference to a large-scale real-user trial we conducted during December 2004.

**Setup**

Users for our trial were made up of both undergraduate and postgraduate students from the department of Computer Science at University College Dublin. Trial participants were invited to use our Digital Camera Recommender (see Figure 1) during December 2004. The trial consisted of two parts. In the first part, each trialist was asked to participate in a so-called training session so that they could become acquainted
with the critiquing mode of interaction. Here they were presented with a specific camera case as a starting point and then asked to shop from this case to locate their ideal camera. In the second part, they were presented with a fixed start case and target case, and were asked to locate the target case by using critiques (unit or compound) of their choice. There were 25 different start–target pairs and these were randomly assigned at the beginning of every session. Trialists were permitted to use the system as often as they liked. This setup ensured that any learning effect was minimised, which has been confirmed but space restrictions prohibit further discussion.

Here we report on results from part 2 of the trial, which generated 1092 user sessions from 76 unique users. The trialists were made up of 53% undergraduate and 47% postgraduate students with 61 male and 15 female participants. The different critiquing strategies; standard dynamic critiquing (Standard), dynamic critiquing with diversity (Standard-Diversity), incremental critiquing (Incremental) and incremental critiquing with diversity (Incremental-Diversity) were deployed during different days of this trial and a variety of details were logged for each user session (e.g., the camera cases presented, the critiques applied, etc.).

Overall Recommendation Efficiency
To be successful, recommender systems must be able to efficiently guide a user through a product-space and, in general, short recommendation sessions are to be preferred. Previously research by (McCarthy et al. 2004; 2005a; Reilly et al. 2004) has demonstrated how the different dynamic critiquing strategies are capable of delivering significantly shorter sessions than unit critiquing. However, to date the performance of these different strategies have not been compared directly. We do this now in Figure 3 where we present the overall average session length and compound critique application frequency for the different versions of our recommender system. The results clearly demonstrate that both Standard-Diversity is 13.5 cycles, compared to only 7.6 for the average of Incremental and Incremental-Diversity; in other words, the incremental critiquing strategies deliver a 44% reduction in average session length. Interestingly, we see that the diversity-enhancing strategy has a negative impact on session length. Standard-Diversity leads to sessions that are 36% longer than Standard, and Incremental-Diversity delivers sessions that are almost 5% longer than Incremental. When we look at application frequency (i.e., the frequency with which compound critiques are selected by users during sessions) we see that the diversity-enhancing strategy results in the more frequent application of compound critiques by our trial users; an average application frequency of about 35% for the Standard-Diversity and Incremental-Diversity techniques. That is, users are selecting compound critiques in 35% of the cycles and unit critiques in the remaining 65% of cycles, compared to an average of 24% for the Standard and Incremental techniques.

Comparative Recommendation Efficiency
While the previous results tell us about the relative performance of our different critiquing strategies, they do not directly inform us about the value of dynamic critiquing per se (i.e., relative to unit critiquing). This question has been partly answered by the work of (McCarthy et al. 2004) through a direct comparison of dynamic and unit critiquing. An alternative is to look for efficiency differences between those sessions that contain few applications of compound critiques (low frequency sessions) compared to high frequency sessions. To do this, for each recommendation strategy, we partition its sessions into two groups according to the median application frequency for compound critiques observed. This gives a set of low frequency sessions (those that have application frequencies that are less than the median) and a set of high frequency sessions (where application frequency is greater than or equal to the median).

![Figure 3: Overall recommendation efficiency results for the four different dynamic critiquing strategies.](image1)

![Figure 4: Comparative recommendation efficiency results for the four different dynamic critiquing strategies.](image2)
Application Frequency

Figure 4(a-d) presents the average session length for these groupings of sessions, and their average compound critique application frequency, across all four recommendation strategies. For each of the recommendation strategies we see a significant (at the 99% confidence level) reduction in session length for sessions that tend towards more frequent use of compound critiques (ranging from 35% to 55% application frequency) compared to the low frequency sessions (with between 10% to 20% application frequency). For example, there is a 50% reduction in average session length (11 vs. 21.8) for Standard (Figure 4(a)), a 20% reduction for Standard-Diversity and Incremental and a 24% reduction for Incremental-Diversity.

Although these results strongly suggest that there is a significant benefit to be gained from the more frequent use of compound critiques, it seems reasonable to ask if a sustained use of compound critiques will always deliver shorter sessions, or is there typically an optimal usage frequency, beyond which the benefits of compound critiques tend to decline? Intuitively the latter seems more plausible. Compound critiques provide users with an opportunity to make large jumps through the product-space, but they are not well suited to taking more fine-grained steps. We attempt to answer these questions in this section.

Figure 5 graphs the application frequency of compound critiques for different cycles, for our 4 recommender systems. That is, we count the percentage of sessions where compound critiques are used in the first, second, third cycles, and so on. The graph demonstrates how compound critiques are more likely to be applied during the early cycles of a session. We see that for all strategies compound critiques are used in at least 50% of the first 3 cycles of a session; for instance, for the Standard-Diversity strategy we see users picking compound critiques in 86% of their first cycles.

To answer the question about whether there is an optimal application frequency for compound critiques, in Figure 6, we graph the average session length for sessions with different application frequency ranges (0%-25%, 25%-50%, 50%-75%, 75%-100%), for each of the strategies. The data reveals a common pattern for each of the recommendation strategies, consistent with our results. Sessions in which compound critiques are used infrequently (less than 25% of the time) tend to be long, and more frequent use of compound critiques can produce significant reductions in average session length. This reduction appears to be available only up to a certain point. In each case we find the shortest sessions to occur in the 50%-75% application frequency range. Beyond this, session length begins to increase.

These results are consistent with the view that the compound critiques are best applied during the early stages of a recommendation session and that they should not be overused. Their value is derived from helping the user to quickly focus in on a suitable region of the product space, but unit critiques are better suited to the finer adjustments that are needed during the final stages of recommendation.

Other Related Work

Our research builds directly on work originally described by Burke et al. and implemented by the “FindMe” systems (Burke, Hammond, & Young 1996). Although this past work initially concentrated on the usefulness of unit critiques, the FindMe systems also recognised the navigation benefits associated with allowing users to manipulate multiple features simultaneously. Some FindMe systems presented the user with compound critique options. However they adopted a fixed interaction style, presenting a static set of critiques to the user during each cycle. There are problems with this approach. The static compound critiques may not be particularly relevant to the user or they may refer to critiques that do not satisfy any remaining product cases; problems that do not arise with our approach.

“Apt Decision” acts as an advisor to a consumer by inferring general preference orderings from a history of explicit unit critiques in response to specific examples (Sherin & Lieberman 2001). User preference profiles are collected implicitly by the system and used in subsequent recommen-
Critiquing is an important user-feedback strategy in conversational recommender systems. Recently researchers have extended the standard approach to critiquing to accommodate the use of dynamic, compound critiques that facilitate feedback on multiple features simultaneously. Past results indicate that these extensions have the potential to deliver significant advantages when it comes to recommendation efficiency and quality, but previous results have been limited by their reliance on artificial user data and the lack of any significant comparative analysis in order to evaluate the relative merits of the different flavours of dynamic critiquing.

In this paper we address these issues by evaluating 4 different versions of dynamic critiquing through a large-scale user trial. The results show that incremental critiquing offers significant efficiency benefits over the standard form of critiquing, backing up artificial user studies presented by (McCarthy et al. 2004). However, they also show that the diversity-enhancements lead to reductions in recommendation efficiency, contradicting the former studies.

Interestingly, our analysis reveals a number of new results in relation to the manner in which users interact with the compound critiques that are generated by the dynamic critiquing techniques. We see that the diversity-enhancing methods produce compound critiques that are more likely to be selected by users, even though these selections do not favour recommendation efficiency. We also find that users seem to use compound critiques frequently during the early stages of a session, in order to focus in on the right general region of a product-space, but rarely in the latter stages of a session, where they prefer to use unit critiques to fine-tune their requirements on a feature-by-feature basis.
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