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Abstract
Assume that we are trying to build a visual recognizer for a particular class of objects—chairs, for example—using existing induction methods. Assume the assistance of a human teacher who can label an image of an object as a positive or a negative example. As positive examples, we can obviously use images of real chairs. It is not clear, however, what types of objects we should use as negative examples. This is an example of a common problem where the concept we are trying to learn represents a small fraction of a large universe of instances. In this work we suggest learning with the help of near misses—negative examples that differ from the learned concept in only a small number of significant points, and we propose a framework for automatic generation of such examples. We show that generating near misses in the feature space is problematic in some domains, and propose a methodology for generating examples directly in the instance space using modification operators—functions over the instance space that produce new instances by slightly modifying existing ones. The generated instances are evaluated by mapping them into the feature space and measuring their utility using known active learning techniques. We apply the proposed framework to the task of learning visual concepts from range images.

Introduction
Assume that we are trying to build a visual recognizer for a particular class of objects—chairs, for example—using existing induction methods. Assume the assistance of a human teacher who can label an image of an object as a positive or a negative example. As positive examples, we can obviously use images of real chairs. It is not clear, however, what type of objects we should use as negative examples. Are images of a monkey, a galaxy and a pen good candidates for this purpose?

This is an example of a common problem where the concept that we are trying to learn represents a small fraction of a large universe of instances. Arbitrary negative examples will differ considerably from positive examples, which might allow the learner unwanted flexibility in determining the classification boundary—flexibility that could yield a poor classifier.

Winston (1975), in his seminal work, recognized this difficulty and proposed a method for constructing efficient training sequences by using near misses—negative examples that differ from the learned concept in only a small number of significant points. Such examples do not necessarily belong to known concepts. Winston constructed specialized objects, such as an arch with no gap between the poles, to obtain negative examples that are near the classification boundary. The applicability of Winston’s approach is restricted in that the near misses are constructed manually. Manual construction is a costly process and requires a deep understanding of the specific concept to be learned. It does not, therefore, provide a generic solution for the problem described above.

In this work, we build on the ideas of Winston, and propose a framework for automatic generation of near misses. We observe that a learning process involves two spaces—the instance space and the feature space. The teacher labels examples in the instance space; the labeling is independent of any particular set of features. The input of the induction algorithm are labeled members of the feature space. Since the classification boundaries are defined with respect to the feature space, it would be natural to generate near misses as feature vectors. Such an approach, however, would require mapping the generated vectors back to the instance space to be labeled by the teacher. This would be impossible in many domains where the feature functions are not one-to-one. For example, consider the space of 2D grayscale images. The possible features of an image may be related to corner information, gray-level histogram, etc. Given an image, it is easy to evaluate its features. However, there may be vectors in the feature space that represent more than one image, or represent no image at all.

Our methodology solves this problem by generating examples in the instance space but evaluating their merit in the feature space. We assume the availability of an initial set of positive examples in the instance space and a set of modification operators—functions over the instance space that produce new instances by slightly modifying existing ones. We apply short sequences of modification operators to the initial examples in order to generate new instances. The idea is that a slight modification of a positive instance will produce a new instance belonging to the same class, or will produce a near miss. We evaluate the generated instances by map-
ping them into the feature space and measuring their utility using known active learning techniques. The best instances are then labeled by the teacher, converted to labeled feature vectors, and given to the induction algorithm.

We apply the proposed framework to the task of learning visual concepts from range images. We show that defining meaningful modification operators over the instance space of range images is problematic, because such images contain only low-level information. We solve the problem by using an intermediate instance space—the functional representation space, where objects are represented in a higher level language. The efficiency of the proposed framework for object recognition is demonstrated by testing it on real-world recognition tasks.

The contributions of this work are threefold. First, we analyze the problem of example generation and identify the difficulty arising from the need to operate in two spaces—the instance space and the feature space. Second, we present a general framework for automatic generation of near misses. Third, we develop a methodology for example generation for visual recognition by introducing an intermediate (functional) space.

**Learning with Near Misses**

Let $X$ be a set of instances. Let $t : X \rightarrow \{0, 1\}$ be a teacher who labels instances in $X$. Let $\{f_1, \ldots, f_n\}$ be a set of feature functions over instances in $X$, where $f_i : X \rightarrow \mathcal{D}_i$, and $\mathcal{D}_i$ is the domain of feature $f_i$. The feature space is defined as: $X_f = \mathcal{D}_{f_1} \times \ldots \times \mathcal{D}_{f_n}$. Let $v_i = (f_1(x_i), \ldots, f_n(x_i))$ represent the feature vector of an instance $x_i \in X$. A learning algorithm $L$ takes as input a training set $\{(v_i, t(x_i)) \mid x_i \in X, v_i \in X_f, i = 1, \ldots, m\}$ and returns a classifier $h : X_f \rightarrow \{0, 1\}$.

Many works in machine learning make no distinction between the instance space and the feature space. This distinction, however, is important for our framework. In particular, the above definitions mean that the label of an instance is independent of the particular features chosen to represent it. Nevertheless, we assume that the induction algorithm processes feature vectors.

We consider two modes of learning—active and passive. Given a pool of unlabeled instances, pool-based active learning (Cohn, Atlas, & Ladner 1994) can be described as an iterative procedure. At each iteration, an unlabeled instance is chosen from the pool to be labeled by the teacher. The feature vector of the labeled instance is then added to the training set, and the learner induces a new hypothesis. The informativeness of an example can be evaluated by means of several methods, developed for this purpose, which take the already labeled examples into account. Note that all existing methods evaluate examples in the feature space. In the passive setup, the selection of examples to be labeled is uninformed, and can therefore be assumed to be random.

**Automatic Example Generation**

Our framework includes an algorithm that uses modification operators to generate near misses. A modification operator is a function $m : X \rightarrow X$, where $X$ is the instance space. Thus, the only requirement for modification operators is to produce valid instances. Recall, however, that the motivation behind these operators is to generate near misses by slightly modifying existing examples. Therefore, when defining a new set of such operators, one should attempt to include operators that are able to cross the classification boundary.

The ANMG (Automatic Near Misses Generation) algorithm implements the core of the proposed framework. It receives $D_{init}$, a set of positive instances in $X$, and $M = \{m_1, \ldots, m_n\}$, $m_i : X \rightarrow X$, a set of modification operators, and produces a pool of unlabeled examples $X_{gen}$.

To get a variety of new instances, our algorithm applies random sequences of operators to random initial positive instances. To control the length of the sequences, our algorithm uses a parameter $p_{stop}$. The algorithm selects a random initial instance and iteratively modifies it. At each iteration, it stops the modification with probability $p_{stop}$ or continues with probability $1 - p_{stop}$. Therefore, the length of the sequence of modification operators applied to an initial example is a random variable with geometric distribution, defined by the parameter $1 - p_{stop}$. Figure 1 presents the pseudocode of the ANMG algorithm.

**Active Learning with Near Misses**

The ANMG algorithm generates a pool that is likely to include useful examples. In the passive learning setup, the pool is sampled randomly. In the active learning setup, we attempt to select potentially useful examples first.

To evaluate examples, we use an extension of the utility-based evaluation method presented by Lindenbaum, Markovitch, & Rusakov (2004). The method performs a lookahead to measure the examples’ expected effect on the classifier induced by the learner. This effect is estimated by considering all possible example labels and their probabilities. The strength of the method is that it considers both the confidence of the current classifier in each possible label of an example, and the effect of adding the example with each of its possible labels to the training set of the learner (which will result in a new classifier). Specifically, in this work we use the one-step lookahead evaluation function, adjusted to the specific task of learning with near misses.

Figure 1: The ANMG algorithm

```
Procedure ANMG (D_{init}, M)
While |X_{gen}| < n
    x_{new} ← Random object from D_{init}
    Repeat
        m ← Random operator from M
        x_{new} ← m(x_{new})
        stop = \{true with probability p_{stop}, false with probability 1 - p_{stop}\}
    Until stop = true
    X_{gen} ← X_{gen} ∪ \{x_{new}\}
Return X_{gen}
```
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The one-step lookahead evaluation function is defined as:

\[ U(x) = \sum_{l=0,1} P(t(x) = l|D) \cdot U_L(D \cup \{v_x, l\}, D), \] (1)

where \( x \in X \), \( v_x \in X_f \) is the feature vector of \( x \), \( P(t(x) = l|D) \) denotes the probability of an example \( x \) to be labeled \( l \) given the \( D \), and \( U_L(D \cup \{v_x, l\}, D) \) is the utility, with respect to learner \( L \), of adding \( \{v_x, l\} \) to training set \( D \). We denote \( D' = D \cup \{v_x, l\} \).

The function \( U_L(D', D) \) computes the difference between the hypotheses generated by learner \( L \), when its training set is changed from \( D \) to \( D' \). This difference is measured over the unlabeled examples in \( X_{gen} \):

\[ U_L(D', D) = \frac{|\{x \mid x \in X_{gen}, L(D)(v_x) \neq L(D')(v_x)\}|}{|X_{gen}|}, \] (2)

where \( L(D) \) is the hypothesis produced by the learner given a training set \( D \).

The other component of Equation 1 that needs to be estimated is \( P(t(x) = l|D) \). These probabilities are estimated using a random field based method. Let \( x_1 \) be the labeled example closest to \( x \), \( x_2 \) the labeled example second closest to \( x \), and \( dist(v_x, v_x) \) the normalized Euclidean distance function. Let \( d_{01} = dist(v_x, v_{x1}), d_{02} = dist(v_x, v_{x2}) \) and \( d_{12} = dist(v_{x1}, v_{x2}) \). The probabilities for the possible example labels are calculated as follows:

\[
\delta = \begin{cases} 
\frac{\gamma(d_{01}) + \gamma(d_{02})}{\gamma(d_{01}) - \gamma(d_{02})} & t(x_1) = t(x_2) \\
\frac{\gamma(d_{12}) - \gamma(d_{02})}{\gamma(d_{12}) + 2\gamma(d_{02})} & \text{otherwise} 
\end{cases},
\] (3)

\[ P(t(x) = 1|t(x_1), t(x_2)) = \begin{cases} 
\frac{1}{2} + \delta & t(x_1) = 1 \\
\frac{1}{2} - \delta & \text{otherwise}
\end{cases}, \] (4)

where \( \gamma(d) \) is an approximation of a covariance function:

\[ \gamma(d) = \frac{1}{4}e^{-\frac{d}{\sigma}} \] (5)

and \( \sigma \) is calculated on the basis of the average distance between the examples in \( X_{gen} \), scaled by parameter \( \mathcal{D} \):

\[ \sigma = \frac{1}{\mathcal{D} \cdot |X_{gen}|} \sum_{x_i \in X_{gen}} \sum_{x_j \in X_{gen}} dist(v_x, v_x). \] (6)

As can be seen in Equation 4, the probabilities are biased towards 0.5, and the deviation from 0.5 is determined by the distance of the examined example from its neighbors. The scale parameter \( \mathcal{D} \) determines to which extent these distances affect the probability calculations.

In our framework, we would like to minimize the effect of the labeled examples on the probability estimations at the beginning of the learning process, when the training set of the learner is small and contains mostly positive examples. Later, when more examples are learned, we would like to increase the effect of the labeled examples on the estimations. We therefore amend the estimation process by dynamically updating \( \mathcal{D} \) using a decay formula:

\[ \mathcal{D} = 4 + \mathcal{D}_0 e^{-\lambda t}, \] (7)

where 4 is the value found by Lindenbaum et. al. to be best for \( \mathcal{D} \), and \( t \) is the index of the learning iteration. Choosing suitable values for \( \mathcal{D}_0 \) and \( \lambda \) will allow us to manipulate the influence of the labeled examples on the estimated probabilities when necessary.

Object Recognition with Near Misses

The research described in this paper has been motivated by the problem of object recognition from range images. Assume that we are trying to learn a visual recognizer using a set of range images and the help of a teacher as described in the introduction. It looks as if the framework described above suits this task very well. The concepts are only a small fraction of the instance space. Therefore, using near misses of a concept as negative examples seems a logical solution. In addition, the mapping between the instance space and the feature space is not one-to-one. Thus, the creation of examples directly in the instance space, as we suggest, is important.

Working with object images raises, however, a serious difficulty: the common image-based modification operators, such as a pixel change or overall scaling, usually change aspects of the image that are not relevant to the recognition task. To be able to define more meaningful modification operators in this domain, we need to represent instances in a higher level language. We propose using an intermediate space—the functional representation space, where an object is described in terms of the functionality that it implements.

The main idea of the functional approach is that, in some cases, it is hard to describe all possible shapes of objects in a particular object class, but it is easy to describe a set of functional properties that they all share (Winston et al. 1983). For example, a chair has infinitely many possible shapes, but in functional terms the chair should only provide “sitability.” The main assumption of the functional approach is that the object’s shape is sufficient to deduce the existence of its functional properties. In this work, we adopt the ideas of Rivlin et al. (Rivlin, Dickinson, & Rosenfeld 1995; Froimovich, Rivlin, & Shimon 2002), who assume that the primary function of an object can be decomposed into lower-level functions. For example, the “sitability” of a chair is composed of a surface suitable for sitting (seat), a stable ground support, and possibly a back support. Thus, each object is composed of functional parts, each of which maps to one low-level function. A functional part is realized by a set of primitive parts—shape primitives of 3 basic types: sticks, plates and blobs. A stick is a part where one dimension in 3D is considerably larger than the other two, a plate is a part where two dimensions are considerably larger than the third, and a blob is a part where no dimension is considerably different than the other. Note that the mapping between functional parts and sets of primitive parts is not necessarily one-to-one: a single functional part may be realized by several different shape configurations. Nevertheless, all realizations conform to the same functional properties defined for the functional part.

In order to acquire the functional representation of a real object, it is scanned by a laser scanner, the resulting range image is segmented into regions, and the re-
gions are classified into shape primitives. The shape primitives are then partitioned into functional parts. The process of mapping a range image to its functional representation can be automated as shown by Froimovich, Rivlin, & Shimshoni (2002).

Since objects in the functional representation space are described by functional parts that consist of primitive parts, we can generate new examples by modifying the primitive or the functional parts of an object. An example of a possible modification operator in the functional representation space can be a function that, given two functional parts and a value \( d \), changes the relative orientation of the two functional parts by \( d \) degrees. Other examples are primitive part scaling and primitive part moving.

Since we need to map objects in the functional representation space to feature vectors, we must define a set of features over such objects. We use a set of feature functions, called geometric attributes (Pechuk, Soldea, & Rivlin 2005), which analyze the geometric properties of an object’s functional parts. A geometric feature can be of four types: (1) A feature of a single functional part, e.g., its volume, (2) A feature of a functional part relative to the whole object, e.g., the relation of the volume of the functional part to the volume of the object, (3) A feature of a relation between two different functional parts, e.g., the distance between the centers of their masses, and (4) A feature of the whole object, e.g., its stability.

To summarize this section, we outline how the information flows in the learning system. First, we create an initial set of positive examples by scanning real objects, segmenting the resulting range images into regions, and partitioning the regions into functional parts. Next, the ANMG algorithm generates a pool of new objects in the functional space using the modification operators and the initial examples. The new objects are mapped to the feature space, and evaluated in the modification operators and the initial examples. The new examples are then added as a labeled feature vector to the training set of the learner. Figure 2 illustrates this process.

**Empirical Evaluation**

Three classes of objects were used for the experiments: stool, chair, and fork. 200 positive examples of each class were created by laser scanning of real objects, then segmenting and partitioning the results. In each experiment, a set of 10 positive examples was used as the initial labeled set. During the learning process, the training set was augmented with the generated examples that were presented to the expert for labeling.

For each class, two types of test sets were used. One type contained positive examples of the class that was being learned, and examples of the other known classes, labeled as negative. We will refer to such a test set as a **real-world test set**. Another test set type contained positive examples of the class being learned, as well as negative examples, which were near misses of that class. The negative examples were generated by applying random sequences of modification operators to random positive examples, and selecting the modified objects that represented negative examples. For each class, such a test set contained 300 examples—150 positive and 150 negative. The number of operators in each modification sequence—10 at most—was randomly chosen. Such test sets were designed to check that, while learning a concept with the help of near misses, the positive and near miss examples can be easily distinguished. Note that the near misses generated by the experimenter for the test sets were different from the ones generated by the learner for training. We will refer to such a test set as a **near miss test set**.

The positive examples that were chosen as the initial labeled set in a certain experiment were excluded from the test set used in that experiment. In addition, the positive examples that were chosen as the initial labeled set were not used to produce the near miss examples in the near miss test set. This assured that there was no overlap between the training set and the test set used in an experiment. We implemented three of the modification operators: primitive part scaling, primitive part scaling in one dimension, and primitive part moving. The Nearest Neighbor algorithm was used for learning. In all experiments, unless stated otherwise, the value for the parameter \( n \) was set to 300, the value of the parameter \( p_{stop} \) was set to 0.2, \( \lambda \) was set to 0.4, and \( \mathbb{D}_0 \) to 100. The values of \( \lambda \) and \( \mathbb{D}_0 \) were chosen so that the value of the scaling parameter \( \mathbb{D} \) is very high at first, but decreases quickly. Results presented for each experiment are the average of 30 runs of that experiment. We refer to the active learning version of our algorithm as ANMG-LA and the passive learning as ANMG-R.

Figure 4 presents the learning curves of the ANMG-LA and the ANMG-R algorithms for each object class and on the two types of test sets as described above. The graphs show typical behavior for learning curves. The performance improves and then stabilizes after processing 15–30 examples, with ANMG-LA performing better than ANMG-R. The percentage of negative examples in the generated pools was around 85%. Among the examples that ANMG-LA chose to present to the expert during the first 50 learning iterations, 90% were labeled as negative. This shows that ANMG-LA does find near misses to be informative. We compared the performance of ANMG-LA to the perfor-
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1One potential problem with this approach is that near misses may be more difficult to label for the expert than clearly negative or clearly positive examples.
mance of the ANMG-R algorithm using a variation of the paired t-test. An experiment was run on 30 problem setups. In each setup, the initial set of examples was identical for both algorithms. In order to reduce variation sources even further, (in a single problem setup) both algorithms used the same pool of generated unlabeled examples to select the next example for labeling. As mentioned above, the pools of examples were generated using the default parameter values: \( n = 300 \), \( p_{stop} = 0.2 \).

For each setup, we measured the accuracy of the classifiers produced by the ANMG-LA and the ANMG-R algorithms after performing 10 learning iterations. We denote the difference in algorithm performance for setup \( i \) as \( \delta_i = acc_{LA_i} - acc_{R_i} \), where \( acc_{LA_i} \) and \( acc_{R_i} \) are the measured accuracies of the ANMG-LA and ANMG-R algorithms respectively. To reduce the noise associated with random selection, we calculated \( acc_{R_i} \) by running the ANMG-R algorithm 50 times with the fixed parameters and averaging the results. The difference in the performance of the two algorithms, denoted \( \delta \), was averaged over the experimental setups: \( \delta = \frac{1}{30} \sum \delta_i \). Table 1 summarizes the differences in performance for the two algorithms, showing that at the initial stages of the learning the active approach is significantly better than the passive one.

### Related Work

Rendell & Cho (1990) examine the effect of training data characteristics on learning and show that increasing the concentration of the training data near the classification boundary improves the resulting classification accuracy. Maloof & Michalski (2004) show that keeping extreme examples (which include near misses) in partial memory is efficient.

In the work of Yip & Sussman (1997), near misses are sometimes created as a side effect of the generalization process. Porter & Kibler (1986) get an initial set of positive examples, which are then perturbed by applying modification operators. However, contrary to our approach, near misses are discarded and only positive near examples are used. Scholkopf, Burges, & Vapnik (1996) generate new examples without a teacher. To overcome the lack of a labeler, they use a set of modification operators that are known to be invariant with respect to the example labels. This is opposite to our approach.

Whereas their method use invariant operators, we attempt, rather, to cross the classification boundary. Lopes & Camarinha-Matos (1995) also assume lack of a teacher and combine two neighboring examples of the same class to generate a new one, assuming that the new example belongs to the same class. Pomerleau (1991) takes yet another approach to obtain labels for the generated examples by defining modification operators that determine the example label. Several works consider automatic generation of new examples for active learning. Hwang et al. (1991) gen-

### Table 1: Performance after 10 iterations

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Concept</th>
<th>ANMG-R</th>
<th>ANMG-LA</th>
<th>( \delta )</th>
<th>Sig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real-World</td>
<td>stool</td>
<td>82.67%</td>
<td>89.65%</td>
<td>6.98%</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>chair</td>
<td>69.34%</td>
<td>77.59%</td>
<td>8.25%</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>fork</td>
<td>49.95%</td>
<td>59.58%</td>
<td>9.53%</td>
<td>√</td>
</tr>
<tr>
<td>Near Miss</td>
<td>stool</td>
<td>84.83%</td>
<td>92.87%</td>
<td>8.04%</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>chair</td>
<td>77.49%</td>
<td>83.29%</td>
<td>5.80%</td>
<td>√</td>
</tr>
<tr>
<td></td>
<td>fork</td>
<td>78.23%</td>
<td>82.98%</td>
<td>4.75%</td>
<td>√</td>
</tr>
</tbody>
</table>

Figure 2: The flow of information during learning in the object recognition domain

Figure 4: The learning curves of ANMG-LA and ANMG-R
erate boundary examples for training a neural network. Baum (1991) suggests generating examples that will help to find separating hyperplanes for the hidden units of a neural network. Melville & Mooney (2004) create diverse committees for active learning. Good diversity among the committee members is achieved by generating artificial examples and labeling them against the committee’s prediction.

The above works are problematic in that they do not distinguish between the instance space and the feature space. The new examples are generated in the feature space, which causes difficulties because the mapping between the instance space and the feature space is not always one-to-one. A major drawback of this approach was shown by Lang & Baum (1992): when trying to apply an example generation method to the domain of images of handwritten characters, many of the images constructed by the algorithm did not contain any recognizable characters. Our work solves this problem by generating directly in the instance space.

**Discussion**

This paper proposes a new methodology for automatic generation of examples for inductive learning. The work builds on the early work of Winston, and extends it by proposing a general method for automatic generation of near misses. While near misses have been recognized as useful by many works in cognitive science and computer science, they are mostly assumed to be constructed by the teacher.

A possible critique of this work might be its lack of experimental comparison to other works. We seriously considered this point, but after performing a vast literature survey we concluded that such a comparison is impossible in our case. Most works that consider near misses assume their initial availability rather than generate them, rendering comparison impossible. Comparison with works that do consider automatic example generation is likewise impossible. Some works generate instances in the feature space—an approach that is inapplicable in the world of visual concepts. The few works that generate examples in the instance space generate new examples while keeping the example labels invariant.

Another possible critique might be that the functional approach is not suitable for all possible object recognition tasks. This is true in some cases—not all visual concepts can be described in functional terms. However, if we consider man-made objects, their physical structure usually reflects the task that they were created for (Stark & Bowyer 1991). Therefore, man-made objects, which surround us in the modern world, can be discussed in functional terms. Moreover, recognition of objects using the functional approach (and using an intermediate instance space) is only one implementation of the framework that we propose. The proposed framework is applicable to any problem domain where modification operators can be defined. In order to apply the proposed framework to a new problem domain, one needs to acquire positive examples of the concept to be learned as well as define modification operators over the instance space of the problem. The modification operators should be defined while taking into account how the instances are represented.
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