Abstract
Both explanation-based and inductive learning techniques have proven successful in a variety of distributed domains. However, learning in multi-agent systems does not necessarily involve the participation of other agents directly in the inductive process itself. Instead, many systems frequently employ multiple instances of induction separately, or single-agent learning. In this paper we present a new framework, named the Multi-Agent Inductive Learning System (MAILS), that tightly integrates processes of induction between agents. The MAILS framework combines inverse entailment with an epistemic approach to reasoning about knowledge in a multi-agent setting, facilitating a systematic approach to the sharing of knowledge and invention of predicates when required. The benefits of the new approach are demonstrated for inducing declarative program fragments in a multi-agent distributed programming system.

Introduction
This paper concerns agent learning problems, where induction involves the construction of hypotheses that explain observations relative to the context of a particular domain. Learning that utilises logic programming based on domain knowledge has been extensively researched, including explanation-based learning (EBL) (Dejong & Mooney 1986; Mitchell, Keller, & Kedar-Cabelli 1986) and inductive logic programming (ILP) (Muggleton & Raedt 1994).

Success in EBL and ILP has demonstrated that new knowledge can be acquired systematically using domain (or background) knowledge and training examples (or positive and negative examples). When provided with some background knowledge $B$ and examples $E$ of a concept, an ILP system constructs a hypothesis $H$ that explains $E$ in terms of $B$, i.e. $B \land H \models E$, based on the process of inverting deductive inference (Muggleton 1995).

While it has been recognized that domain knowledge performs an important role in constructing these hypotheses in multi-agent systems (Kazakov & Kudenko 2001), a great deal of work on multi-agent learning problems has frequently employed multiple instances of induction separately, as opposed to learning that tightly integrates processes of induction between agents. For a survey of multi-agent learning, refer to (Stone & Veloso 2000). In those works, agents do not necessarily require the participation of other agents directly in learning.

According to (Kazakov & Kudenko 2001), the problem of true multi-agent learning has far more complexity than simply having each agent perform localized learning in isolation. Weiß and Dillenbourg clearly identify this problem “interaction does not just serve the purpose of data exchange, but typically is in the spirit of a cooperative, negotiated search for a solution of the learning task (Weiß & Dillenbourg 1999)”.

The reason that interaction and cooperation in multi-agent learning is important, is because the crucial knowledge necessary in learning a hypothesis is typically distributed over a number of agents. This gives rise not only to the problem that no individual agent can accomplish the learning task alone any more but also the problem of knowing what background knowledge from each agent is required for constructing the global hypothesis, given that sharing complete knowledge is often not feasible in such environment. Due to the above two constraints, neither of the two extremes of the collaboration scheme would work, i.e. learning in isolation or communicating everything. Therefore, the interaction between agents while performing a learning task needs to be elaborated, such that agents draw together knowledge when necessary. Further, they should draw only the necessary knowledge together.

This paper studies interactive multi-agent learning using an integrated approach, which combines ILP with epistemic reasoning. Our work utilizes the implemented ILP system Aleph (Sriniwasan 2001), a successor to Progol, for performing hypothesis construction. Instead of viewing induction as a stand alone technique for learning new concepts, our work adopts a perspective in which the induction process is viewed as an extension to deduction for acquiring missing knowledge needed for reasoning. By adopting this view, it allows partially specified programs to be completed and executed by a multi-agent team. We aim at establishing a general model within which execution and symbolic learning can take place interactively among a number of agents autonomously and seamlessly.

In the following sections, we first provide an overview of inductive learning in multi-agent domain and demonstrate the reason interaction is necessary in such an environ-
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The study of knowledge in the literature, as it relates to agents, frequently concerns either factual (Fagin et al. 1997) or procedural (Georgeff & Lansky 1986) aspects of knowledge. Singh has termed the former “know-that” and the latter “know-how” (Singh 1999). As people often do not distinguish “knowing a fact” from “knowing how to do something” explicitly, it often depends on the context to be able to tell which meaning is referred to, e.g. “Do you know quick sort?” This distinction is, however, important to us because in multi-agent learning domain, knowledge is no longer only about the state of the world but has a lot to do with actual problem solving. This is because participants not only need to know what to do but also how to do it and who can do it.

Throughout the paper, we follow the notation used in the KARO framework (van Linder, van der Hoek, & Meyer 1998), i.e. we use the operator $K_iφ$ for agent $i$ knows the fact $φ$ and $A_iα$ for agent $i$ has the ability to perform the action $α$. Both these two aspects of knowledge are of concern to us because in multi-agent setting, the agent knowing what to do and the agent knowing how to it may not be the same. It often occurs that one agent’s knowledge depends on another agent’s knowledge of the state of the world or being able to perform some action.

Consider the following example in a logic programming context:

Agent $i$ requires a definition for the predicate $\text{min}(L,M)$ (for finding the min number in a list). It knows that if it can sort a list (in ascending order), then the first element will be the minimum of the list. However, agent $i$ doesn’t know how to sort a list (but it does know what sorting a list means!) so its knowledge about $\text{min}$ depends on another agent’s knowledge on $\text{sort}$. Agent $j$ knows how to generate permutations of a list and how to check the ordering of a list. Given that sorting can be performed by generating permutations and checking if the permutation is ordered, agent $j$ is already capable of performing sorting as long as information can be communicated.

In the above example, only agent $i$ knows what $\text{sort}$ means at the start, which can be viewed that agent $i$ knows about the $+/-$ examples of sorted lists. Although agent $j$ knows everything it needs to perform $\text{sort}$, it doesn’t know there exists such a thing called sorting! Nevertheless, it can induce the definition of $\text{sort}$, based on its background knowledge and examples given by agent $i$. One consequence of this separation of know-that and know-how is that there exist such needs to transfer the concept (i.e. $+/-$ examples) to the agent who is capable of implementing the concept. In our case, agent $i$ needs to transfer the knowledge of the $+/-$ examples to agent $j$ first, as a way of communicating to agent $j$ “this is the concept that I need an implementation of”.

With the presence of the aforementioned dependency in knowledge, interaction between agents during learning is a prerequisite for successful learning outcome. Without interaction between the agents, hypotheses would not be successfully induced. Interaction in such an environment can potentially be complicated when dependencies span over a large number of agents and when dependencies are circular.

In summary, the following situations may arise and need to be handled:

1. The simplest case is that agent $j$ already has an implementation when agent $i$ asks for it. Therefore, it’s just a matter of communication.
2. Alternatively, agent $j$ needs to induce a hypothesis based on the $+/-$ examples received from agent $i$ and its own background knowledge to explain the examples.
3. Furthermore, agent $j$ may require agent $k$ to induce some background knowledge for it first before it can induce the definition required by agent $i$.
4. Finally, even background knowledge required for inducing the definition may be distributed over different agents.

An example of multi-agent inductive learning is provided in Table 1. In the example there are three agents; each contains some background knowledge and some positive/negative examples. This example will be referred to throughout the rest of the paper.

Formalization of Inductive Learning Agents

In this section, we formally specify the agents among which reasoning, learning, induction and execution of logic programs can take place.

Function symbols, predicate symbols, variables, terms and literals are defined in the usual logic programming sense. Every predicate symbol is an atomic action. Each agent consists of the following four components:

**Background Set** $B = \{b_1, \ldots, b_n\}$ Agent’s background knowledge consists of predicate definitions in logic programming sense, i.e. it is a collection of horn clauses. We may refer to the background set as the program the agent contains. Each $b_n$ in the set corresponds to one horn clause in the program.

**Example Set** $E = E^+ \cup E^-$ The set of positive examples $E^+ = \{e_1^+, \ldots, e_n^+\}$ and negative examples $E^- = \{e_1^-, \ldots, e_n^-\}$ are ground literals, or ground horn clauses with no body. They are facts or training data, in normal machine learning sense, to which a correct hypothesis must conform. For example, $e_1^+ = \text{sort}([2,1,3],[1,2,3])$ means this is a positive example of $\text{sort}$. Similarly, $e_1^- = \neg\text{sort}([3,2,1],[1,3,2])$ indicates a negative example. Although in logic programming sense, there is no actual difference between programs and examples, we still differentiate them in our model as they are used for very different purposes.
Table 1: Example to illustrate multi-agent inductive learning with three agents, each contains some background knowledge.

### Capability Set $C = C^+ \cup C^-$

The set of capabilities $C^+ = \{c_1^+, \ldots, c_n^+\}$ and incapabilities $C^- = \{c_1^-, \ldots, c_n^-\}$ contains modal representation corresponding to what atomic actions (with respect to the background set) an agent is able (or unable) to perform while abstracting away the detailed definition. (We tend to use the word ‘capability’ to mean both capability and incapability unless explicitly differentiated.) Each $c_i^+$ is in the form of $A_i \alpha$ and each $c_i^-$ is in the form of $\neg A_i \alpha$. $A_i \alpha$ holds iff agent $i$ is able to perform the atomic action $\alpha$.

Take the example in Table 1, for agent $i$ to be able to perform $min$, it clearly depends on some agent (including itself) being able to perform $sort$ and $first$. In another words, the agent can perform $min$ if all the atomic actions that $min$ can possibly depend on can be performed. An agent’s capability can be systematically reasoned by performing a slightly modified linear resolution technique as specified later in the paper. For this naive example, it is clear that the agent is able to perform the action $first$, but not the action $min$ as it can’t perform the action $sort$ that $min$ depends on. In summary, the capability set for agent $i$, is:

$$\mathbb{C} = \{A_i first, A_i last, \neg A_i sort, \neg A_i min, \neg A_i max, \neg A_i range\}$$

If, however, it is already known by agent $i$ that another agent $j$ is able to perform the action $sort$, the capability set for agent $i$ will instead be:

$$\mathbb{C} = \{A_i first, A_i last, A_j sort, A_i min, A_i max, A_i range\}$$

In another word, agents increase their capabilities by taking other agents’ capabilities into consideration, which is what would be expected for a team consisting of multiple agents. Note that the capability set of one agent can contain capabilities of other agents in the team if the agent is aware of them, and agents do become aware of other agents’ capabilities over time, which will be detailed later in the paper.

### Knowledge Base $K = K^P \cup K^E \cup K^C$

An agent’s knowledge base contains everything that the agent knows, including: $K^P$: the semantics of its background set; $K^E$: the examples from its examples set, $e \in E$ iff $K,e \in K^E$; $K^C$: its capabilities as well as the capabilities of other agents, $c \in C$ iff $K,c \in K^C$.

That is saying, agents know what their background knowledge implies, they know the positive and negative instances of various concepts and they know the capabilities of themselves and of others that they are aware of. They can perform epistemic reasoning based on their knowledge set.

The semantics of the agent’s background set capture the meaning of its background knowledge by viewing it as capability dependencies. For example, if agent $i$ has the background knowledge mentioned in Table 1, its semantics are $A_i range = A_i min \land A_i max$ etc. And by ‘agent knows the semantics of its programs’, we mean agent $i$‘s knowledge contains $K_i(A_i range = A_i min \land A_i max)$. That is, the agent knows that being able to do $min$ and $max$ leads it to be able to do $range$.

An agent’s capability set is populated initially by deriving the action dependency clauses from its program semantics and then performing a resolution technique similar to classical linear input resolution on the action dependency clauses. The resolution process attempts to establish a refutation for each atomic action in the agent’s program. If successful, the agent is capable of performing that action, incapable otherwise.

Take the program from Table 1. It is illustrated below how agent $i$ reasons about whether it is capable of performing the action $range$. The following capability dependency is directly obtained from its program:

$$A_i range = A_i min \land A_i max$$ (1)
$$A_i min = A_i sort \land A_i first$$ (2)
$$A_i max = A_i sort \land A_i last$$ (3)
$$A_i first$$ (4)
$$A_i last$$ (5)

The above clauses are then resolved with the goal clause $\neg A_i range$ as illustrated in Figure 1. The $A_i$ operator is omitted to keep the resolution clear. As can be seen, the resolution without the $A_i$ modality is exactly the SLD resolution for classical propositional logic.

We fail to obtain a refutation for the goal and thus conclude that the agent is unable to perform $range$. What is more, the resolution indicates that the reason for not being able to resolve $\neg sort$ to get the empty clause is due to not having a definition for $sort$. The agent can then proactively seek out the definition for $sort$ in the team.

Apart from reasoning about its abilities and inabilities, an agent can also reason based on its knowledge about other
agents’ knowledge status, e.g. “He knows that I know that he knows ...”; and whether, when, who and what to communicate.

For example, if agent $i$ asks agent $k$ the definition of $\text{sort}$, agent $k$ can deduce that agent $i$ doesn’t know $\text{sort}$, i.e. $K_k(\neg A_i \text{sort})$. Furthermore, if agent $k$ knows that agent $j$ knows about $\text{sort}$ it can communicate this information to agent $i$.

Over time, an agent’s capability set expands as new predicates are induced by itself and other agents. Here we examine what updates to the sets need to be carried out whenever a new predicate is induced. For example, agent $i$ has a program $\alpha \leftarrow \beta, \gamma$ and requires a definition for $\beta$, which has been induced by agent $j$. The following updates need to be done to agent $i$’s sets:

1. Program Set $P$: no change.
2. Example Set $E$: no change.
3. Capability Set $C$: $C = C \cup \{A_j \beta\}$, and the resolution described previously will be run to re-assess its capabilities since new atomic actions which it wasn’t previously capable of might now be enabled.
4. Knowledge Set $K$: $K = K \cup \{C_{ij} A_j \beta\} \cup \{K_i : c_i\} \cdots \cup \{K_j : c_j\}$, where $c_i$ are the new capability after updating the capability set. $\{C_{ij} A_j \beta\}$ indicates it is now common knowledge between agent $i$ and agent $j$ that $A_j \beta$.

Similar updates need to be performed for agent $j$:

1. Program Set $P$: $P = P \cup \{\rho'\}$, where $\rho'$ is the definition induced for $\beta$.
2. Example Set $E$: $E = E \cup E'$, where $E'$ is the examples for $\beta$ that was obtained from agent $i$.
3. Capability Set $C$: $C = C \cup \{A_j \beta\}$. No resolution needs to be performed, since there can’t possibly be any inabilities previously existing that depends on the action $\beta$.
4. Knowledge Set $K$: $K = K \cup \{C_{ij} A_j \beta\}$, as before.

### Inductive Learning through Interaction

Based on the formalism detailed in the previous section, we illustrate how a team of agents interact while collaborating in inductive learning. As mentioned in the introduction, in order to utilize the full power of inductive learning in a multi-agent system, we view induction as part of deduction for acquiring missing knowledge to overcome the problem of knowledge being distributed. Here we present a generic algorithm to be followed by the agents that facilitates systematic acquisition of missing knowledge and allows execution based on incomplete knowledge.

Table 2 outlines the algorithm for the deduction process. When asked to prove a goal, an agent keeps replacing the first goal in the goal list by its body, just like the Prolog interpreter, unless it encounters a goal for which it fails to find a corresponding definition. Then it invokes the induction process and either returns back with the induced definition or fails if the induction fails.

Table 3 outlines the algorithm for induction. During induction, an agent first induces any undefined predicates before using them as background knowledge. It then calls an ILP system to induce the definition of the predicate based on its own background knowledge. Upon failing, it asks the rest of the team, one by one to, induce the definition and the induction process will be called recursively until either the definition is obtained or all agents have tried and failed.

If all agents have tried and failed, this indicates that some background knowledge is missing and the hypothesis does not exist. This is because the induction algorithm constructs the hypothesis in a bottom up fashion, i.e. it tries to resolve all undefined predicates that the hypothesis may possibly rely on first, and uses them as background knowledge to induce more background knowledge recursively. This thus guarantees that the hypothesis will be found as long as all necessary low level ingredients exist in the team.

Given that the algorithm doesn’t require the communication of background knowledge (only examples), one exceptional situation is when background knowledge needed to induce a definition is distributed over multiple agents. We
Whenever the ILP system is called, the background knowledge, it also imposes further restrictions to us such that we are abstracted away from the internal details of the ILP and examples. Although this simplifies the problem so that equipped by each agent to run given background knowledge, it is thus treated as a black box process and is thus treated as a black box process.

At any time only limited information, the examples, need to be communicated between agents. As illustrated in Figure 2.

Consider again the example in Table 1. If agent $k$ has the background knowledge $ordered$ instead of agent $j$, none of agent $i$, $j$ or $k$ would be able to accomplish the task of inducing the definition for $sort$ alone without the involvement of the others. This requires agents $j$ and $k$ to combine their background knowledge in the inductive learning process. So far, we have avoided the discussion of such situations but the model we have proposed does handle this type of knowledge distribution. Therefore decentralized execution of the ILP process, allowing hypothesis searching involving distributed background knowledge, is potentially important towards a more complete model for multi-agent inductive learning.

### Experimental Results

In order to test the proposed formalism and algorithms, we have implemented a system in Prolog to simulate a multi-agent environment and agent interaction. The existence of agents is simulated by having a background file, an example file and a knowledge file for each agent in the team. The communication between agents and information passing are simulated by having the interpreter invoke and pass the information to the relevant agents. The context switching from the execution of one agent to another is simulated by loading and unloading background knowledge of relevant agent into the interpreter. The user may issue a query to a specified agent through the interpreter. The agent would deduce based on its local background knowledge and, if necessary, induce missing knowledge in order to answer the query and may potentially invoke other agents in the team. The induced knowledge will be added into the background file of the inducer and will be used as background knowledge in the future. In some cases, agents other than the inducer may be aware of the knowledge being induced, it would record this fact in its knowledge file and further queries about this induced knowledge would be directed to the relevant agent.

The ILP system Aleph has been used in experiments for

### Table 3: Algorithm for induction

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>INDUCE(Pred, Example)</td>
</tr>
<tr>
<td>2</td>
<td>for all background predicate $b$ do</td>
</tr>
<tr>
<td>3</td>
<td>if $b$ does not depend on $Pred$ then</td>
</tr>
<tr>
<td>4</td>
<td>if $b$ is not defined then</td>
</tr>
<tr>
<td>5</td>
<td>INDUCE($b$, example($b$))</td>
</tr>
<tr>
<td>6</td>
<td>end if</td>
</tr>
<tr>
<td>7</td>
<td>Background ← Background $∪$ $b$</td>
</tr>
<tr>
<td>8</td>
<td>end if</td>
</tr>
<tr>
<td>9</td>
<td>end for</td>
</tr>
<tr>
<td>10</td>
<td>if $Pred$ is induced then</td>
</tr>
<tr>
<td>11</td>
<td>return SUCCEED</td>
</tr>
<tr>
<td>12</td>
<td>else</td>
</tr>
<tr>
<td>13</td>
<td>for each agent $i$ in the team do</td>
</tr>
<tr>
<td>14</td>
<td>Ask($i$, Pred, Example)</td>
</tr>
<tr>
<td>15</td>
<td>if $Pred$ is induced then</td>
</tr>
<tr>
<td>16</td>
<td>return SUCCEED</td>
</tr>
<tr>
<td>17</td>
<td>else</td>
</tr>
<tr>
<td>18</td>
<td>return FAIL</td>
</tr>
<tr>
<td>19</td>
<td>end if</td>
</tr>
<tr>
<td>20</td>
<td>end if</td>
</tr>
</tbody>
</table>

`Table 3: Algorithm for induction`
Table 4: Output showing the execution trace when agent $i$ is asked to deduce $\text{range}([2, 5, 8], \text{Range})$.

```
?- deduce(i,range([2,5,8],Range)).
----------  Deduction Attempt ----------
Agent: i, Goal: range([2,5,8], _G378)
----------  Deduction Attempt ----------
Current Goals: [psort([2,5,8],_G1020), pmx([2,5,8],_G1023), _G378 is _G1023-_G1020]
----------  Deduction Attempt ----------
Agent: i, Goal: range([2,5,8], _G378)
----------  Deduction Success ----------
Current Goals: []
```

inducing predicate definition given background knowledge and examples. We have observed that although Aleph is the state-of-art ILP system available, it does require some fine-tuning of the settings and this make it difficult to guarantee success given the right inputs when being integrated into the whole system.

The query `deduce(i, range([2,5,8], Range))` is executed as an example and a trace is shown in Table 4, formatted slightly for presentation. In the sample, we have asked agent $i$ to deduce $\text{range}([2, 5, 8], \text{Range})$. Agent $i$ keeps replacing goals until the point where it fails to find a definition for $\text{psort}$. It first attempts to define the induction based on integrating (Srinivasan 2001) and (Fagin et al. 1997) towards the aims of true multi-agent learning, as identified by (Kazakov & Kudenko 2001). In addition, our model guarantees to find hypotheses as long as background knowledge exists and is also conservative of resources.
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**Conclusion**

In this paper, we present an inductive learning model that takes advantage of background knowledge of other agents in the team while learning new concepts. Although early work by Davies (Davies 1993) has looked at the problem of learning new concepts among collaborative agents, his work did not concern the type of ILP developed later (Muggleton 1995). In contrast, our work develops multi-agent induction based on integrating (Srinivasan 2001) and (Fagin et al. 1997) towards the aims of true multi-agent learning, as identified by (Kazakov & Kudenko 2001). In addition, our model guarantees to find hypotheses as long as background knowledge exists and is also conservative of resources.