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Abstract

Recent work on online auctions for digital goods has explored the role of optimal stopping theory — particularly secretary problems — in the design of approximately optimal online mechanisms. This work generally assumes that the size of the market (number of bidders) is known a priori, but that the mechanism designer has no knowledge of the distribution of bid values. However, in many real-world applications (such as online ticket sales), the opposite is true: the seller has distributional knowledge of the bid values (e.g., via the history of past transactions in the market), but there is uncertainty about market size. Adopting the perspective of automated mechanism design, introduced by Conitzer and Sandholm, we develop algorithms that compute an optimal, or approximately optimal, online auction mechanism given access to this distributional knowledge. Our main results are twofold. First, we show that when the seller does not know the market size, no constant-approximation to the optimum efficiency or revenue is achievable in the worst case, even under the very strong assumption that bid values are i.i.d. samples from a distribution known to the seller. Second, we show that when the seller has distributional knowledge of the market size as well as the bid values, one can do well in several senses. Perhaps most interestingly, by combining dynamic programming with prophet inequalities (a technique from optimal stopping theory) we are able to design and analyze online mechanisms which are temporally strategyproof (even with respect to arrival and departure times) and approximately efficiency revenue-maximizing. In exploring the interplay between automated mechanism design and prophet inequalities, we prove new prophet inequalities motivated by the auction setting.

Introduction

Mechanism design has traditionally focused on the offline setting where all agents are present upfront. However, many electronic commerce applications do not fit that model because the agents can arrive and depart dynamically. This is characteristic, for example, of online ticket auctions (e.g., on Priceline, Expedia, and Travelocity), search keyword auctions (e.g., on Google, Yahoo!, and MSN), eBay-style Internet auctions, pricing access to a WiFi port (e.g., at Starbucks) and scheduling computing jobs on a shared server (e.g., in MoteLab and PlanetLab). The online aspect is characteristic of some important traditional applications as well, such as the sale of a house, where the buyers arrive and depart dynamically.

The design of online mechanisms has attracted research interest since 2000 (see, e.g., a survey by Parkes in (Nisan et al. 2007)). Designing such mechanisms is challenging because of the combination of mechanism design challenges (ensuring truthfulness — often not only about valuations but also about arrival and departure times) and online algorithm challenges (dealing with uncertainty about future inputs). For example, the most canonical technique for designing truthful offline mechanisms, the Vickrey-Clarke-Groves (VCG) scheme, is inapplicable in most online problems because it requires determination of an optimal allocation, which is generally impossible in the online setting.

Most prior work on designing online mechanisms has adopted a worst-case adversary model, as is common in the design of online algorithms. As a result, the guarantees that have been proven have usually been relatively weak. In most real applications, there is significant probabilistic information available about the future, and it seems counterproductive to ignore it. For example due to the history of past transactions in the market, in most real-world applications the auctioneer has distributional information about the valuations, and sometimes even the number, of bidders. Using such probabilistic information is crucial in practice, especially when we want to maximize revenue: for example, being within a factor 1.1 versus 2 is drastically different though both are constant in a theoretical sense. Our goal in this paper is to exploit the distributional information in online mechanism design.

Automated mechanism design, first introduced in (Conitzer & Sandholm 2002), plays a key role in this. In that approach, the mechanism is created automatically — using some optimization algorithm — for the specific problem instance (including the distributional information) and objective at hand. See, e.g., a survey in (Sandholm 2003). This has important advantages:

• It can be used in settings beyond the classes of problems that have been successfully studied in (manual) mechanism design to date. For example, it has been used to generate revenue-maximizing combinatorial auctions (Likhodedov & Sandholm 2005), a problem that eludes analytical characterization even in the 2-item case.
• It can circumvent the impossibility results: when the mechanism is designed for the setting (instance) at hand, it does not matter that it would not work on preferences...
beyond those in that setting (e.g., for a class of settings). Even when the automatically-created optimal mechanism does not circumvent the impossibility, it always minimizes the pain entailed by impossibility.

- It can yield better mechanisms (in terms of better outcomes and/or stronger nonmanipulability guarantees\(^1\)) than the canonical mechanisms because the mechanism capitalizes on the particulars of the setting, i.e. the probabilistic (or other) information that the mechanism designer has about the agents’ preferences.

- It shifts the burden of mechanism design from humans to a machine. That is why one can afford to do the design anew for every instance.

Put together, automated mechanism design can exploit the specific model of the problem and the distributional knowledge about bidders’ private information such as valuations. Work has been done both on general-purpose techniques for automated mechanism design as well as on automated mechanism design approaches for specific applications. While a bit of that research has studied multistage mechanisms (Sandholm & Gilpin 2006; Sandholm, Conitzer, & Boutilier 2007) (in order to reduce the agents’ preference determination effort, communication costs, and privacy loss), all of the prior work on automated mechanism design has focused on offline settings where all the agents are present upfront. In this paper we present the first work on automated mechanism design for an online problem.

**Setting**

In our setting there are \( k \) identical indivisible goods (a.k.a. units) for sale, and there are \( n \) agents (a.k.a. bidders), each of whom wants to purchase one unit. The type of an agent \( i \), \( 1 \leq i \leq n \), is defined by an ordered triple \((a_i, d_i, v_i)\), whose three components are called arrival time, departure time, and value, respectively. We assume quasi-linear utilities throughout this paper, so if an agent receives one or more units during the time interval \([a_i, d_i]\) with a payment \( p_i \), her utility for this allocation is \( v_i - p_i \); for all other allocations her utility is 0. As is common in online auction design (Hajijaghayi, Kleinberg, & Parkes 2004; Hajijaghayi et al. 2005), we adopt a restricted misreporting model. Throughout this paper, unless stated otherwise, we assume no early arrivals but unrestricted departures, i.e., an agent of type \((a_i, d_i, v_i)\) may report any triple \((\hat{a}_i, \hat{d}_i, \hat{v}_i)\) satisfying \( \hat{a}_i \geq a_i \). The no early arrival assumption is motivated by the view that in practice an agent would not participate in an auction before she knows that she desires a unit, and we can view the time \( a_i \) as the time when her desire arises. When we assume \( a_i = d_i \), we call the agents instantaneous; otherwise we call them patient.

An online direct revelation mechanism consists of an allocation rule \( q_i(t, \theta) \) (where \( t \) denotes the time and \( \theta \) denotes the vector of reported types) along with a payment rule \( p_i(\theta) \) such that \( q_i(t, \theta) \) is a monotonically non-decreasing \((0,1)\)-valued function of \( t \), \( \sum_{i=1}^{n} q_i(t, \theta) \leq k \) for all \( t, \theta \), and \( q_i(t, \theta) \) depends only on the types reported by agents who report an arrival time \( \hat{a}_i \) which is less than or equal to \( t \). We seek a direct-revelation mechanism which is truthful (a.k.a. strategyproof) in dominant strategies (i.e., the utility of agent \( i \) is maximized if she bids truthfully, regardless of what other agents report). When it is a dominant strategy for agents to truthfully report not only their value, but also their arrival and departure time, we say that the mechanism is temporally strategyproof. To evaluate the performance of an online mechanism, we will use two measures of solution quality: efficiency and revenue. The efficiency of an outcome is the combined welfare of all agents, i.e. \( \sum q_i v_i \). The revenue of an outcome is the sum of the payments made by the agents, i.e. \( \sum p_i \). We say a mechanism is \( \rho \)-competitive with respect to efficiency (resp. revenue) if the expected efficiency (resp. revenue) of the outcome computed by the mechanism is at least \( 1/\rho \) times the expectation of the maximum efficiency over all outcomes (resp., the maximum revenue that can be obtained by setting a single fixed price \( p \) and selling to all agents whose value is at least \( p \)).

We will assume throughout that the seller has some distributional information about the sequence of bids to be received. More precisely, let \( \sigma \) be a permutation of \( \{1, 2, \ldots, n\} \) such that \( a_{\sigma(1)} \leq a_{\sigma(2)} \leq \ldots \leq a_{\sigma(n)} \) and let \( x \) be the infinite sequence \((v_{\sigma(1)}, v_{\sigma(2)}, \ldots, v_{\sigma(n)}, 0, 0, \ldots)\). (In a truthful direct revelation mechanism, the first \( n \) entries of the sequence \( x \) represent the bid values in the order they are received in dominant strategy equilibrium.) A probability distribution on agent populations (i.e., finite sets of ordered triples \((a_i, d_i, v_i)\)) induces a probability distribution on bid sequences \( x \). We will assume that there is an infinite sequence \( y = (y_1, y_2, \ldots) \), whose distribution is known to the seller, such that \( x_i = y_i z_i \), where \( z_i = 1 \) if \( 1 \leq i \leq n \), 0 otherwise. (One may think of \( y \) as the sequence of bids which would be received if the agent population were inexhaustible.) We make two different types of assumptions about the seller’s distributional information:

- **Full information:** The seller knows the distribution of \( x \). That is, the seller has distributional information about valuations and market size.

- **Unknown \( n \):** The seller knows the distribution of \( y \) but not \( x \). That is, the seller has distributional information about valuations but not the market size.

The following special cases will be of interest:

- **Independent bids:** The random variables \( y_i \ (1 \leq i < \infty) \) are independent.

- **Independent bids, fixed \( n \):** The random variables \( x_i \ (1 \leq i < \infty) \) are independent. Equivalently, the random variables \( y_i \) are independent and the value of \( n \) is fixed.

- **I.i.d. bids:** The random variables \( y_i \ (1 \leq i < \infty) \) are independent and identically distributed.

**Our contributions**

This paper makes three main contributions to the theory of online mechanism design. First, we raise the issue of designing online mechanisms when the number of bidders is not known in advance, and develop the basic possibility and
impossibility theorems which accompany this notion. Second, we present an automated mechanism design algorithm (and other results) for the setting in which the number of bidders is known at least probabilistically. Third, we reveal the power of prophet inequality techniques as a toolkit for solving problems in automated online mechanism design. Below, we elaborate on each of these contributions.

Our first set of results concerns the case in which the number of bidders, \( n \), is specified adversarially but the bid values are randomly sampled from a known distribution. We prove that no mechanism can be constant-competitive in this setting, and we exhibit mechanisms whose competitive ratio is nearly logarithmic in \( n \), or logarithmic in \( h \), the ratio between the maximum and minimum possible bids. Next we turn to the case when the value of \( n \) is unknown, but its distribution is known to the mechanism designer. For settings where an upper bound on \( n \) is known, we specify a dynamic program to compute, in polynomial time, the best non-decreasing price sequences for revenue and for efficiency. We insist on non-decreasing prices to ensure temporal strategyproofness. For settings where \( n \) is unbounded, we prove that the revenue-maximizing price sequence is non-decreasing if and only if the distribution of \( n \) has non-increasing hazard rate. So, under that condition, requiring temporal strategyproofness does not compromise revenue.

Our next set of results reveals a relationship between these mechanism design problems and the subject of prophet inequalities from optimal stopping theory. Specifically, prophet inequalities (along with the constructive proofs of these inequalities) allow us to design online mechanisms with two especially desirable features: the mechanisms are temporally strategyproof, and they satisfy a provable performance guarantee which relates their efficiency to the optimum efficiency in hindsight. These two features, in turn, constitute an analysis technique which allows us to show that the mechanism produced by the dynamic program discussed above achieves a constant-factor approximation to the omniscient surplus when \( n \) is known.

**Prior work on online auctions**

While mechanism design has traditionally focused on a static problem where all the agents are present up front, there has been significant recent work on designing online mechanisms where the agents arrive and depart over time. The first paper on online auctions was in 2000 (Lavi & Nisan 2000); the first on online double auctions (a.k.a. exchanges) was in 2002 (Blum, Sandholm, & Zinkevich 2006).

A recent overview article by Parkes surveys the field of online mechanisms (Nisan et al. 2007). Much of the work (e.g. (Blum et al. 2003; Kleinberg & Leighton 2003)) assumes that the agents arrive in a predetermined order which is not under their control, and that an agent’s only private information is her value. This makes it much easier to design truthful mechanisms. Some online mechanisms (e.g. (Awerbuch, Azar, & Meyerson 2003; Lavi & Nisan 2000)) are strategyproof against agents misstating their arrival or departure time because they are based on prices which do not decrease over time.

VCG-based online mechanisms were introduced in (Friedman & Parkes 2003). Such mechanisms are (dominant-strategy) truthful in the rare cases where the underlying allocation problem admits an online algorithm with competitive ratio 1. (Parkes & Singh 2003) have studied VCG-based online mechanisms also under a weaker notion of incentive compatibility, Bayes-Nash equilibrium, adopting the framework of Markov Decision Processes. The setting for this work is quite general.

(Hajiaghayi, Kleinberg, & Parkes 2004) present constant-competitive online mechanisms for auctioning identical goods when each agent is assumed to arrive and depart dynamically. Unlike all previous papers, they assume each agent has three pieces of private information: her value, her arrival time and her departure time. However, they assume that the agents arrive in random order and that the value of \( n \) (the total number of agents) is known to the mechanism designer in advance. This work has led to several subsequent papers (e.g., (Babaioff, Immorlica, & Kleinberg 2007; Bredin & Parkes 2005; Hajiaghayi et al. 2005; Kleinberg 2005; Lavi & Nisan 2005; Ng et al. 2005)). In the same setting in which each bidder has three pieces of private information (not necessarily random order of bidders), (Hajiaghayi et al. 2005) study the case of re-usable goods such as processor time in which goods can be allocated to different bidders at different time slots. They also present general characterizations for the class of truthful online allocation rules, which extend beyond the typical single-parameter settings and formalize the role of restricted misreporting in reversing existing price-based characterizations. (Hajiaghayi et al. 2005) mainly consider truthful online auctions for unit-length jobs; (Porter 2004) presents a truthful mechanism for the variation with different length jobs in which an agent derives positive utility if she is granted the resource for a total duration equal to its job length. (Lavi & Nisan 2005) also study an online auction setting which is closely related to that of (Hajiaghayi et al. 2005). Assuming unrestricted misreports, they prove strong negative results for deterministic truthful auctions (no such mechanism can achieve a competitive ratio better than the number of units) and this leads them to consider a weaker solution concept (set-Nash equilibrium) which admits constant-competitive mechanisms.

Parallel and independent to our work on automated online mechanism design, (Pai & Vohra 2006) also recently consider dynamic online auctions in the same setting as (Hajiaghayi, Kleinberg, & Parkes 2004) (but without the random ordering assumption), for which they derive the revenue maximizing Bayesian incentive compatible selling mechanism. They observe the failure of the revelation principle in this setting and together with (Gallien 2006), they extend Myerson’s truthful optimal auctions (Myerson 1981) to dynamic environments. Like our results, they assume distributional knowledge of the bid valuations, but unlike our results their algorithm has exponential running time and their focus is on characterizing dynamic optimal auctions rather than running time of the algorithm. All of our algorithms in this paper have polynomial running times, and much of our work focuses on the case of unknown number of bidders, which is different from the assumption by Pai and Vohra.

In the online mechanism design setting, to the best of our
knowledge, the only previous work to incorporate the aspect of unknown market size is (Mahdian & Saberi 2006). Motivated by search keyword auctions on, for example, Yahoo!, Google, and MSN, where the supply (search queries by users, each of which results in a search result page on which ads can be displayed) is not known in advance, they study a multi-unit auction for a perishable item where an unknown number of units (instead of bidders) arrive online. They design approximately revenue-maximizing auctions using an online algorithm similar to an algorithm used for the ski-rental problem. However, they do not use any distributional knowledge of the bid values — which is usually available via the history of past transactions.

Prior work on prophet inequalities

The full-information case of our online auction problem is closely related to prophet inequalities, a topic which has been studied in optimal stopping theory since the 1970’s. For an instantaneous agent, the mechanism is required to decide whether or not the agent will receive a unit at the moment that agent’s bid is revealed, and no later. In this special case, the problem of designing an allocation rule which maximizes (or approximately maximizes) efficiency is equivalent to the following problem: given the distribution of a sequence of random variables $x_1, x_2, \ldots$, design a sequence of $k$ stopping rules $\tau_1 < \tau_2 < \ldots < \tau_k$ to maximize the expectation of the sum $x_{\tau_1} + \ldots + x_{\tau_k}$. A great deal is known about the solution of this problem in the case $k = 1$, and comparatively little is known for $k > 1$. The most basic prophet inequality, discovered by Krengel, Sucheston, and Garling, concerns the case in which $k = 1$ and the random variables $x_1, x_2, \ldots$ are independent (but not necessarily identically distributed). If $V$ denotes the supremum of $\mathbb{E}(x_\tau)$ over all stopping rules $\tau$, and $M = \mathbb{E}(\sup_{\tau} x_\tau)$, then assuming $M < \infty$ we have $M \leq 2V$, and the constant 2 is the best possible in that setting (Krengel & Sucheston 1977; 1978). The inequality has been interpreted as meaning that a prophet who can see the future has only a bounded advantage over a gambler who observes the random variables one by one, and this explains the name “prophet inequality”.

When the gambler has multiple choices (i.e., $k > 1$), then much less is known about prophet inequalities. (Asaf & Samuel-Cahn 2000) studied the problem of designing $k$ stopping rules $\tau_1 \leq \ldots \leq \tau_k$ to optimize the quantity $\mathbb{E}(\max_i \{x_{\tau_i}\})$. They proved that there exists a sequence of $k$ stopping rules such that the expected maximum of the $k$ choices is within a factor $(k + 1)/k$ of the prophet’s payoff. However, in the auction setting, the natural objective is to maximize the expected sum of the $k$ choices rather than their expected maximum. Surprisingly, only one prior paper considers this objective (Kennedy 1987). It compares the sum of the $k$ values chosen by the gambler with a single value chosen by the prophet. Letting $M = \mathbb{E}(\max_i x_{\tau_i})$ as before, and letting $V_k$ denote the supremum of $\mathbb{E}(x_{\tau_1} + \ldots + x_{\tau_k})$ over all sequences of stopping rules $\tau_1, \ldots, \tau_k$. Kennedy notes that this objective seems much more difficult than determining the best possible constants $\alpha_k$, because the recursions involved are much harder to manipulate. In this paper we make progress on this problem by proving that

$$1 + \sqrt{\frac{1}{512k}} \leq \beta_k \leq 1 + \frac{8 \ln(k)}{k}.$$  

We also supply nearly tight bounds for a similar question concerning the additive difference between $V_k$ and $M_k$ when $x_1, x_2, \ldots$ are uniformly bounded but not necessarily independent.

Unknown $n$: lower and upper bounds

In this section, we consider online auctions in which all bidders’ valuations are drawn i.i.d. from a demand distribution which is known by the algorithm designer. As argued above, assuming advance knowledge of such valuation distributions is well-motivated by several real-world applications such as online ticket sales, search keyword auctions, eBay-style auctions, pricing access to a WiFi port, scheduling computer jobs on a shared server, and house sales. The main focus of this section is the case in which $n$, the number of bidders, is unknown due to the online nature of the problem.

We first show that in the case of one unit to sell and instantaneous agents — and even with a highly concentrated (aka. light-tailed) demand distribution — we cannot be constant-competitive for efficiency or revenue. Next, we show that we can obtain logarithmic competitive ratios even in a much more general setting with arrivals and departures.

**Theorem 1.** Suppose we have only one unit to sell ($k = 1$), all bidders are instantaneous, and their valuations are drawn i.i.d. from a demand distribution which is given to the algorithm in advance. Without knowledge of $n$ (the number of bidders), it is impossible for a mechanism to achieve a constant competitive ratio with respect to revenue or efficiency.

**Theorem 2.** There are truthful mechanisms which are $\min\{O(\log h), O(\log n(\log \log n)^2)\}$ competitive (with respect to both efficiency and revenue) for online auctions of $k$ units with bidders of arbitrary arrival-departure intervals even when $n$ is unknown to the auctioneer in advance. Here $h$ is the ratio of the maximum bid to the minimum bid.
time of the last bidder. The array that we fill has three dimensions: $n'$ is the number of bidders seen so far, $k'$ is the number of remaining units to sell, and $q'$ is the last (i.e., greatest) price at which we sold a unit so far. $D[n', k', q']$ stores the best expected revenue (efficiency) that we can obtain at this stage. The pseudo-code is given below.

**Algorithm OPTMech**

**Input:** distribution $\mathcal{N}$ and an upper bound $N$ on $n$, distributions $\mathcal{Q}_i$, $1 \leq i \leq n$, an upper bound $Q$ on bidders’ valuations, and $k$, the number of units to sell

**Output:** Table $D$ and a corresponding table $R$ of reserve prices

1. initialize table $D$ by 0 when $n' = N + 1$, $k' = 0$, or $q' = Q + 1$
2. for $n' = N$ down to 0
3. for $k' = 1$ to $k$
4. for $q' = Q$ down to 0
5. let $p_{n', n'q'}$ be the probability (from distribution $\mathcal{N}$) of having more than $n'$ bidders, conditional on having seen $n'$ of them so far
6. let $p_{n', q'}$ be the probability (from distribution $\mathcal{Q}_n$) that the $n$'th bidder has valuation $q'$ or higher
7. set reserve price $R[n', k', q'] = q''$
   where $q''$, $q' \leq q'' \leq Q$ maximizes
   
   $$(1 - p_{n', n'q'})p_{n', q'}B_{q''} + p_{n', q'}(1 - p_{n', q'})D[n + 1, k, q'' + p_{n', q'}(B_{q''} + D[n' + 1, k - 1, q''])].$$

   Here, $B_{q''} = q''$ if we want to maximize revenue and $B_{q''} = \sum_{x=q''}^{Q} p_{x} x$ if we want to maximize efficiency ($p_{x}$ is the probability that the $n$'th bidder has valuation $x$).

The generated mechanism starts with $n' = 0$, $k' = k$, and $q' = 0$.

The proof of correctness of the dynamic program can be easily seen from the pseudo-code above. The proof of strategyproofness of the resulting mechanism mainly follows from (Hajiaghayi, Kleinberg, & Parkes 2004; Hajiaghayi et al. 2005). Essentially since the prices never decrease, there is no incentive for bidders to arrive late in the system. Since the prices are independent of bidders’ announced valuations, the mechanism is also strategyproof with respect to reporting valuations.

In OPTMech, different bidders can have different demand distributions, though in the simplest case they are all i.i.d. from the same distribution $\mathcal{Q}$. We will discuss the case of different demand distributions further when we discuss algorithms that use prophet inequalities.

**Unbounded number of buyers**

We now shift attention to the setting where $n$ has unbounded support, i.e., the number of agents may end up being arbitrarily large. We start by showing that in a 1-unit auction, if $n$ is drawn from a distribution with non-increasing hazard rate, then the optimal price sequence is inherently non-decreasing. (Intuitively, if the option of continuing to take future bids increases in value over time, then it is best to increase the prices over time as well.) This means that first-best revenue is achievable even while requiring temporal strategyproofness (non-decreasing prices). On the other hand, with increasing hazard rate, first-best revenue may not be achievable under temporal strategyproofness.
Theorem 4. Let there be one unit to sell, and let $f$ be the distribution from which each bidder's valuation is independently drawn. Assume that $f$ is bounded and that the support of $f$ is bounded from above. Now, if the number of buyers, $n$, is drawn from a distribution with non-increasing hazard rate (i.e., a distribution such that the function $\phi(t) = \Pr(n = t \mid n \geq t)$ is a non-increasing function of $t$), then the prices in the optimal price sequence do not decrease over time. (Analogously, if $\phi(t)$ is increasing, the prices in the revenue-maximizing price sequence decrease over time.)

In the special case where $n$ is drawn from a geometric distribution, the hazard rate, $\phi(t)$, is constant. Using the technique of the proof of Theorem 4 (omitted for space), it follows that it is optimal to keep posting the same price across time. That optimal price can be found via binary search.

Theorem 4 can also be applied to any tail of a distribution (i.e., all arrivals after some given number of arrivals), if the distribution does not satisfy that condition. (i.e., all arrivals after some given number of arrivals), if the time. That optimal price can be found via binary search. In the online auction setting, the random variables correspond to bids, and the stopping rules specify the times when units are sold. Our consideration of these stopping rules yields several benefits:

• We will be able to derive competitive ratios on these mechanisms, i.e., comparisons between expected efficiency (revenue) of the algorithm’s allocation and the expected efficiency (revenue) of the optimum allocation that can be obtained with perfect foresight and without considering any incentive compatibility (regarding reporting values and times). The competitive ratios hold under the assumption that the bid values are independent random variables and that the value of $n$ is known.

• Each mechanism here uses constant non-discriminatory prices. Therefore, the same mechanism could have been generated by the dynamic program of the previous section. It follows that the competitive ratios apply to mechanisms generated by the dynamic program as well, which implies, a fortiori, that the dynamic program generates a mechanism which is a constant-factor approximation to the efficiency (or revenue) of an optimal mechanism. This result strengthens Theorem 3, which only asserts optimality within the class of mechanisms with non-discriminatory non-decreasing prices. (We reiterate, however, that the competitive ratios — and the hence the approximation guarantee — rely on the assumption that the value of $n$ is known.)

Example: the case $k=1$

To illustrate these ideas, consider the problem of stopping a sequence of independent random variables $x_1, x_2, \ldots, x_n$, with known (not necessarily identical) distributions supported on the nonnegative reals, at a stopping time $\tau$, to maximize the expectation of $x_\tau$. This corresponds to the online automated mechanism design problem with known $n$ and $k = 1$, and with the objective of maximizing efficiency. As mentioned in the introduction, Krenkel, Sucheston, and Garling proved (Krenkel & Sucheston 1977; 1978) that there exists a stopping rule $\tau$ such that

$$2\mathbb{E}(x_\tau) \geq \mathbb{E}(\max_{1 \leq i \leq n} x_i). \quad (1)$$

In fact, the bound (1) is achieved by at least one of the following two stopping rules $\sigma, \sigma'$. First, let $x^* = \max_{1 \leq i \leq n} x_i$. Next, let $m$ be median of the distribution of $x^*$, i.e., choose $m$ such that $\Pr(x^* < m) \leq 1/2$ and $\Pr(x^* > m) \leq 1/2$. Finally, let $\sigma$ be the minimum value of $i$ such that $x_i > m$ (or $\tau_0 = n$ if there is no such $i$) and let $\sigma'$ be the maximum value of $i$ such that $x_i \geq m$ (or $\tau_1 = n$ if there is no such $i$). The following theorem is due to Ester Samuel-Cahn (Samuel-Cahn 1984).

Theorem 5. At least one of the numbers $2\mathbb{E}(x_\sigma), 2\mathbb{E}(x_{\sigma'})$ is greater than or equal to $\mathbb{E}(x^*)$.

In fact, there is a simple criterion for determining which of the stopping rules $\sigma, \sigma'$ approximates the expectation of $\mathbb{E}(x^*)$. Let $\beta = \sum_{i=1}^{\max \{0, x_i - m \}} \mathbb{E}(\max \{0, x_i - m \})$. If $m \leq \beta$ then $2\mathbb{E}(x_\sigma) \geq \mathbb{E}(x^*)$. If $m \geq \beta$ then $2\mathbb{E}(x_{\sigma'}) \geq \mathbb{E}(x^*)$. Note that both $m$ and $\beta$ can be efficiently computed if the distribution of each random variable $x_i$ has finite support and is given explicitly as part of the input: the value of $m$ can be found by binary search, and the value of $\beta$ can be found by directly evaluating the formula which defines $\beta$.

In the online auction setting, suppose there are $n$ bidders whose bids are independent random variables with known distributions. Let $x_1, x_2, \ldots, x_n$ be the bids, in the order they are received, and let $x_{n+1} = 0$. One can define stopping rules $\sigma, \sigma'$, as above, for the sequence $x_1, \ldots, x_{n+1}$. Each of these stopping rules corresponds to an online allocation rule which sells the unit to the bidder who arrives at stopping time $\sigma$ (resp. $\sigma'$) unless the stopping time is $n+1$, and.
in which case the unit is unsold. Note that both of these allocation rules can be implemented, in dominant strategy equilibrium, by a posted price mechanism which sells the unit to the first bidder whose bid value is strictly greater than \( m \) (in the case of \( \sigma \)) or greater than or equal to \( m \) (in the case of \( \sigma' \)). A posted-price mechanism with a price that does not vary over time is temporally strategyproof (even against arbitrary misreporting of arrival and departure times) so although we designed the mechanism by reasoning about the instantaneous agents setting, we obtained a stronger form of incentive compatibility “for free” due to the constructive proof of the prophet inequality. This is a theme which will be repeated in future sections.

**Selling more than one unit**

Generalizing the foregoing discussion to the case when \( k > 1 \), \( n \) is known, and the bids are independent, we arrive at the following question about prophet inequalities.

**Question 6.** If \( x_1, x_2, \ldots, x_n \) is a finite sequence of random variables, let \( \text{OPT}_k(x_1, \ldots, x_n) \) denote the random variable which is the sum of the \( k \) largest elements of the set \( \{x_1, \ldots, x_n\} \). For a given natural number \( k \), what is the smallest constant \( \beta_k \) such that for every finite sequence of independent nonnegative random variables \( x_1, x_2, \ldots, x_n \), there exists a sequence of \( k \) stopping rules \( \tau_1 < \tau_2 < \ldots < \tau_k \) such that

\[
\beta_k \mathbb{E}(x_{\tau_1} + \ldots + x_{\tau_k}) \geq \mathbb{E}(\text{OPT}_k(x_1, \ldots, x_n))
\]

We have seen that \( \beta_1 = 2 \). Surprisingly, the problem of determining, or estimating, the value of \( \beta_k \) for \( k > 1 \) has not been explicitly considered in the literature on prophet inequalities. Here we present upper and lower bounds for \( \beta_k \) and then discuss their implications for automated online mechanism design.

**Theorem 7.**

\[
1 + \sqrt{\frac{1}{512k}} \leq \beta_k \leq 1 + \sqrt{\frac{8 \ln(k)}{k}}
\]

for all sufficiently large \( k \).

For the applications to online mechanism design, it is of course necessary to understand the algorithm which achieves the upper bound in Theorem 7. As in the \( k = 1 \) case, the algorithm corresponds to a posted-price mechanism with a fixed posted price which does not vary over time. The price, which we denote by \( m_k \), is the infimum of the set of numbers \( a \) satisfying \( \sum_{i=1}^{n} \mathbb{P}(x_i > m_k) \leq k - \sqrt{2k \ln(k)} \). As above, it is easy to compute \( m_k \) in polynomial time using a binary search, provided that the distributions of the variables \( x_i \) have finite support and are explicitly specified as part of the input. Large deviation inequalities imply that with high probability the number of bids \( x_i \) exceeding the threshold value \( m_k \) will be between \( k - 4k \ln(k) / k \) and \( k \), and when this happens the revenue and efficiency will both be within a factor of \( 1 - O(\sqrt{\ln(k)/k}) \) of optimal. This constitutes a proof sketch of the upper bound in Theorem 7. The lower bound (whose proof is omitted for space reasons) arises from considering the following sequence of independent random variables: \( x_i \) is deterministically equal to \( 1 \) if \( 1 \leq i \leq \sqrt{k/8} \), uniformly distributed in \( \{0, 2\} \) if \( \sqrt{k/8} < i \leq 2k + \sqrt{k/8} \), and deterministically equal to \( 0 \) for all larger values of \( i \).

The fact that the price \( m_k \) does not vary over time and does not depend on bids received implies, as before, that the allocation rule may be implemented by a posted-price mechanism that satisfies temporal strategyproofness, even when agents can lie arbitrarily about arrival and departure times.

**Unknown \( n \) and dependent bids**

We now turn to cases in which the elements of the sequence \( x_1, x_2, \ldots, x_n \) are not necessarily independent, but their joint distribution is known to the mechanism designer. A special case of this problem arises in the case of independent bids but an unknown value of \( n \) which is drawn from some known distribution. For arbitrarily distributed sequences of non-negative random variables, it is impossible to obtain non-trivial prophet inequalities with a multiplicative bound such as (1). However, if we assume that the random variables \( x_1, x_2, \ldots, x_n \) are uniformly distributed (taking values in \( [0, 1] \), without loss of generality), then there are non-trivial additive bounds relating \( x_{\tau_1} + \ldots + x_{\tau_k} \) to \( \text{OPT}_k(x_1, \ldots, x_n) \). For example, in the case \( k = 1 \) there always exists a stopping rule \( \tau \) such that \( \mathbb{E}(x_{\tau}) + 1/e \geq \text{OPT}_1(x_1, \ldots, x_n) \), and the constant \( 1/e \) is asymptotically the best possible as \( n \) tends to infinity (Hill & Kertz 1983). For the case \( k > 1 \), we present here a simple additive \( k/2 \)-approximation.

**Theorem 8.** For any sequence of random variables \( x_1, x_2, \ldots, x_n \) taking values between 0 and 1, there is a sequence of \( k \) stopping times \( \tau_1 < \tau_2 < \ldots < \tau_k \) such that

\[
\mathbb{E}(x_{\tau_1} + \ldots + x_{\tau_k}) + k/2 \geq \text{OPT}_k(x_1, \ldots, x_n).
\]

In fact \( \tau_{i+1} \) may be taken to be the smallest \( j > \tau_i \) satisfying \( x_j \geq 1/2 \), or \( \tau_{i+1} = \infty \) if no such \( j \) exists.

As in the preceding two subsections, the stopping rules achieving the bound in Theorem 8 correspond to a posted-price mechanism with a price that does not vary over time (namely, a price of \( 1/2 \)), so the allocation rule can be implemented by a mechanism which satisfies temporal strategyproofness.

The following theorem demonstrates that, unfortunately, the \( O(k) \) additive error term in Theorem 8 can not be improved by more than a constant factor, even when bids are i.i.d. samples from a known distribution and \( n \) is randomly sampled from a two-element set.

**Theorem 9.** Suppose that \( n \) is sampled uniformly at random from the set \( \{k, k^2\} \) and that the bids \( x_1, x_2, \ldots, x_n \) are i.i.d. random samples from the distribution which assigns probability \( 1 - 1/k \) to the value \( 1/2 \) and probability \( 1/k \) to the value 1. For any sequence of stopping rules \( \tau_1 < \ldots < \tau_k \), we have

\[
\mathbb{E}(x_{\tau_1} + \ldots + x_{\tau_k}) + \frac{k}{8} - 1 \leq \text{OPT}_k(x_1, \ldots, x_n).
\]
Conclusions and open problems

In this paper for the first time, we designed automated mechanism design techniques for designing online mechanisms — in order to exploit distributional information about valuations of bidders who arrive online. Sometimes even the number of bidders is not known in advance. Along the way, we identified a rich interplay between these problems and prophet inequalities from statistics. We also proved new prophet inequalities motivated by the auction setting.

This is also a fertile area for future research. Suppose that we have patient (not instantaneous) bidders who have arrival and departure times as well as valuations. Suppose moreover that the mechanism designer knows the joint distribution of the entire input — the number of bidders, and all three parameters of their types. What is the complexity of designing the optimal mechanism? Is there still a dynamic program of subexponential size (or even PSPACE)? If the answer is no, what about approximation? (Pai & Vohra 2006) have a dynamic program for designing an optimal auction, but it has an exponential number of states. Even if bidders cannot lie about their arrival and departure times (only about their valuations) and all valuations are i.i.d. from the same distribution of polynomially-bounded support, it is unclear whether there is an efficient algorithm to design an optimal mechanism. The same questions can be asked in the reusable good setting, i.e., when at every time slot there is one unit which may be allocated at that time but not at any other time.

It would also be desirable to obtain tight upper and lower bounds in Theorem 7 (possibly $\beta_k = 1 + \Theta(\sqrt{1/k})$, Theorem 8 (possibly $k/e$), and Theorem 2 (possibly $O(\log n)$). Another open (but not practically important) problem is the case of unit supply ($k = 1$) when bidders can have only two possible valuations (say, 1 and $h$) or when there are only two possible values of $n$. In the former case, there is a simple 2-competitive randomized algorithm (via the approach of Theorem 2) and in the latter case there is an obvious 2-competitive randomized algorithm which guesses one of the two values uniformly at random, and then applies an optimal pricing policy assuming that this guess is correct. But can we get a competitive ratio better than 2 in either case?
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