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Abstract
The paper introduces a new type of compression for decision diagram data structures, such as BDDs, MDDs and AOMDDs. The compression takes advantage of repeated substructures within the decision diagram in order to lessen redundancy beyond what is possible using simple subfunction sharing. The resulting compressed data structure allows traversal of the original decision diagram with no significant overhead. Specifically it allows the efficient computation of valid domains, that is, the assignments for each encoded variable that can participate in a solution, which is critical when the decision diagram is used to support an interactive configurator. We relate these results to applications for interactively configurable memory limited devices and give empirical results on the amount of saved space for a wide variety of instances.

Introduction
Interactive Configuration is a special application of Constraint Satisfaction techniques. The idea is to provide a user with interactive assistance in assigning values to variables in order to obtain a customized solution to the Constraint Satisfaction problem in question. Interactive configuration has found many uses in customizing complex services and products during the sales process but also in configuring complex products during installation or maintenance. One technique for implementing an interactive configurator is to utilize Reduced Ordered Binary Decision Diagrams (ROBDDs, denoted BDDs from here on) (Bryant 1986), or similar data structures, to compile all valid solutions to the configuration rules in an off-line phase. It is then possible to assist the user by, at all times, displaying exactly the variable assignments that can lead to a valid configuration while guaranteeing a time complexity that is polynomial in the size of the data structure. The process of computing the choices for each variable that can lead to a valid configuration is called valid domains computation. There is a trend towards smart devices where knowledge and rules about how a product may be configured is embedded into the product itself. The product configuration strategy described above can be employed in order to achieve products with embedded configuration data as long as the device is capable of storing a BDD or similar structure, representing the valid configuration state of the device. If this is achieved, the product can be efficiently configured with a guaranteed response time. However, a significant amount of memory is required in order to store decision diagrams. While adding extra memory to a data center or server is typically feasible, even adding a small fraction of additional memory to a cheap mass-produced device can incur an unacceptable increase in cost. It is therefore relevant to consider strategies that allow the configuration data to be made more succinct without compromising the ability to perform configuration operations efficiently. In this paper we introduce a new compression technique for decision diagrams that can be applied in the off-line phase after the decision diagram has been constructed. Using this technique the memory required from the configurable devices can be significantly reduced without any significant effect on the response time.

Related Work
The use of the BDD data structure for interactive configuration was introduced in (Hadzic et al. 2004; Subbarayan et al. 2004). A very successful approach to reducing the space required for storing the configuration data using BDDs is to use decomposition techniques as presented in (Subbarayan 2005). The technique relies on viewing the initial rules as a set of small BDD constraints in a Constraint Satisfaction Problem. These constraints form a dual constraint graph (Rossi, van Beek, & Walsh 2006) with each node corresponding to a single constraint and each edge being labeled with shared variables. A join-tree is an acyclic dual constraint graph with the property that any two constraints sharing a variable $x$ are connected with a path where each edge has $x$ in its label. Given such a join-tree the corresponding CSP can be made consistent by simply applying directional arc-consistency along the join-tree. The idea is now to compile subsets of the constraints into new (larger) constraints in a manner such as to achieve a join-tree. It is very simple to perform valid domains computation as the valid domains are simply the union of the valid domains for each BDD constraint in the join-tree. However, while the decomposition approach can significantly reduce the space required, the complexity of applying restrictions to the data structure, such as assigning a variable, are no longer polynomial in the
size of the representation, or even polynomial in the size of the corresponding monolithic representation using a single decision diagram.

Another related result is the introduction of differential BDDs in (Anuchitanuk, Manna, & Uribe 1995). In this work the main reduction in the number of nodes is achieved by replacing the usual OBDD labeling scheme based on the variables by a labeling scheme based on the distance from the node to its parent(s). The result of their new labeling scheme is that the number of nodes that will be removed by the standard reduction algorithm in (Bryant 1986) are increased. Since they are relying on the recursive bottom-up reduction, structures will only be merged if they are labeled completely in the same way from the terminals and upwards. Hence even very large sub-graphs that are almost labeled in the same way will be not be merged if they disagree on the labeling of a few nodes. We make use of a top-down labeling and compression which are more time-consuming, but makes it possible for us to merge structures that do not agree on all labels.

Preliminaries

In this paper we consider a configuration problem CP(X, D, F), where X = \{x_1, ..., x_N\} is the set of variables, F the set of constraints and D = \{D_1, ..., D_N\} is the multi-set of variable domains, such that the domain of a variable x_i is D_i. A single assignment \(\alpha\) is a pair \((x_i, a)\) where \(x_i \in X\) and \(a \in D_i\). The assignment \(\alpha\) is said to have support, iff there exists a solution to CP on \(D_i\) where \(x_i\) is assigned \(a\). If a single assignment \((x_i, a)\), where \(a \in D_i\), has support, \(a\) is said to be in the valid domain for \(x_i\). A partial assignment \(\rho\) is a set of single assignments to distinct variables, and a complete assignment is an assignment that assigns all variables in \(X\).

Interactive Configuration

One successful approach to storing configuration data for use in interactive configuration is to compute a succinct representation of all valid solutions to the configuration problem. If the resulting data structure is sufficiently succinct and it is possible to efficiently compute the valid domain based on it, we can support an interactive configurator. One data structure that has found frequent use for this problem is the OBDD as defined below:

Definition 1 (Ordered Binary Decision Diagram). An ordered binary decision diagram (OBDD) on \(n\) binary variables \(X_{bin} = \{x_1^{bin}, ..., x_n^{bin}\}\) is a layered directed acyclic graph \(G(V, E)\) with \(n + 1\) layers (some of which may be empty) and exactly one root. We use \(d(u)\) to denote the layer in which the node \(u\) resides. In addition the following properties must be satisfied:

- There are exactly two nodes in layer \(n + 1\). These nodes have no outgoing edges and are denoted the 1-terminal and the 0-terminal.
- All nodes in layer 1 to \(n\) have exactly two outgoing edges, denoted the low and high edge respectively. We use \(low(u)\) and \(high(u)\) to denote the end-point of the low and high edge of \(u\) respectively.
- For any edge \((u, v) \in E\) it is the case that \(d(u) < d(v)\)

We use \(E_{low}\) and \(E_{high}\) to denote the set of low and high edges respectively. An edge \((u, v)\) such that \(d(u) + 1 < d(v)\) is called a long edge and is said to skip layer \(d(u) + 1\) to \(d(v) - 1\).

Definition 2 (Reduced OBDD). An OBDD is called reduced iff for any two distinct nodes \(u, v\) it holds that \(low(u) \neq low(v) \lor high(u) \neq high(v)\) and further that \(high(u) \neq low(u)\) for all nodes \(u\).

Definition 3 (Solution to an OBDD). A complete assignment \(\rho_{bin}\) to \(X_{bin}\) is a solution to an OBDD \(G(V, E)\) if there exists a path \(P\) from the root in \(G\) to the I-terminal such that for every assignment \((x_i, b) \in \rho_{bin}\), where \(b \in \{low, high\}\), there exists an edge \((u, v)\) in \(P\) such that one of the following holds:

- \(d(u) < i < d(v)\)
- \(d(u) = i\) and \((u, v) \in E_b\)

As an OBDD only allows binary variables, additional steps must be taken in order to encode solutions to problems containing variables with domains of size larger than \(2\). In order to define such a solution space with domains of size \(|D_i| > 2\) we use \(\lg |D_i|\) binary variables, and the constraints are modified accordingly. Let \(X_{bin}(i) \subseteq X_{bin}\) denote the ordered set of binary variables used to encode the domain variable \(x_i\). For each complete assignment \(\rho_{bin}\) to \(X_{bin}\) that is a solution to the OBDD, the corresponding assignment to each domain variable \(x_i\) is simply the bit-string obtained by concatenating the assignments in \(\rho_{bin}\) to \(X_{bin}(i)\), interpreting low as 0 and high as 1.

Compressing BDDs

BDDs give a compact but explicit representation of a boolean function. The compression achieved by a BDD is possible mainly because identical subfunctions are only represented once, that is, nodes representing identical solution space are merged. Unfortunately, if two subfunctions are closely related but disagree on one or more variables that are placed low in the BDD, the merging of identical subfunctions is of little use. An example of this can be seen Figure 2, where the subfunctions rooted by the nodes labeled ‘A’ are identical except on the last variable. In some cases (including Figure 2) this can be rectified by choosing a better variable ordering, placing the variables in question earlier in the ordering. However, moving a variable in this way is not always possible without introducing new redundancies due to the dependencies between variables. In this paper we therefore seek to identify repeated substructures that are embedded within the BDD and compress them. By ‘embedded structures’ we refer to identical substructures repeated in the BDD because they do not remain identical all the way to the terminals as defined below:

Definition 4 (embedded structure). An embedded structure in a BDD is a set of rooted disjoint DAGs \(S = \{G^1 = (V^1, E^1, r^1), ..., G^k = (V^k, E^k, r^k)\}\), for which there exists a labeling \(l\) of the nodes such that every pair of distinct nodes in \(G^i \in S\) are labeled differently. Further for every path \(\pi_i = v^i_1, ..., v^i_k\) in \(G^i\) where \(v^i_1 = r^i\) there exist for
some \( j \neq i \) a path \( \pi_j = v_1^j, \ldots, v_k^j \) in \( G^j \) where \( v_1^j = r^j \) such that:
- \( l(v_k^i) = l(v_k^j) \) for all \( 1 \leq k \leq c \)
- \( d(r^i) - d(v_k^i) = d(r^j) - d(v_k^j) \) for all \( 1 \leq k \leq c \)
- \( (v_k^i, v_{k+1}^i) \in E_{low} \iff (v_k^j, v_{k+1}^j) \in E_{low} \)

Given an embedded structure in a BDD we define:
- Internal nodes \( V_S \): The set of nodes contained in \( S \), that is \( V_S = \{ v \in V^i \mid 1 \leq i \leq k \} \).
- Internal edges \( E_S \): The set of edges contained in \( S \), that is \( E_S = \{ e \in E^i \mid 1 \leq i \leq k \} \).
- Incoming edges \( E_I \): The set of non-internal edges with endpoint in \( V_S \), that is \( E_I = \{ (u, v) \in E \setminus E_S \mid v \in V_S \} \).
- Outgoing edges \( E_O \): The set of non-internal edges originating from \( V_S \), that is \( E_O = \{ (u, v) \in E \setminus E_S \mid u \in V_S \} \).
- The \( i \)th component: \( G^i = (V^i, E^i, r_i) \).

Suppose that we are given a BDD with nodes labeled by \( l \) and a set of roots \( r_1, \ldots, r_k \) that unambiguously defines an embedded structure. For simplicity we assume for now that all components are rooted in the same layer. We further assume that every node that is not contained in the embedded structure as well as the terminals all have distinct labels that differs from the labels used in the embedded structure. We note that \( V_S, E_I, E_S \) and \( E_O \) are unambiguously defined by the specified roots and the labeling of \( V \).

In order to use the supplied embedded structure to obtain a more compact representation of the BDD containing the embedded structure, we create an auxiliary structure \( G' = (V', E') \) based on the embedded structure and then subsequently replace the entire embedded structure by this more compact auxiliary structure. All nodes in the embedded structure with the same label \( lb \) will be represented by a unique node \( v_{lb}^S \). We define the function \( \mu : V \rightarrow V' \) that maps every node \( v \) that is part of the embedded structure to the node \( v_{l(v)}' \in V' \), and maps all other nodes to themselves.

For every edge \( (u, v) \in E \) where \( u \in V^i \) we add an edge \( (\mu(u), \mu(v)) \) with the out-mark \( i \) to \( E' \), in case \( v \) is in \( V'^i \) but in a different component than \( u \), the added edge is also given an in-mark indicating the component of \( v \) (we denote such an edge as a transit edge). For every edge \( (u, v) \) where \( v \in V^i \) and \( u \notin V^i \) we add the edge \( (u, \mu(v)) \) with an in-mark \( i \) to \( E' \). In the following we will use \( mark_{in}(e) \) and \( mark_{out}(e) \) to denote the in and out marks of an edge \( e \) respectively.

We can now remove all nodes and edges from the embedded structure and still traverse the BDD using the new nodes and edges of \( G' \), the only change being that the components visited must be tracked by remembering the most recent in-mark \( m_e \) encountered. Faced with a node with more than two outgoing edges, the edge \( e \) such that \( mark_{out}(e) = m_i \) should be followed.

The above step can remove a significant number of nodes from the BDD, but their edges remain and carries more information than before. In order to compress the edges as well, every node in the auxiliary structure is given an un-marked default high and low edge. The default high and low edge of a node points to the most frequent end-point among the marked high and low edge respectively. Hence if a node in the auxiliary structure corresponds to a set of nodes in the embedded structure each having a low child with the same label, all necessary information on the location of the low children is contained in the single default low edge. For all edges that disagree with the default edge we keep the edge and its out-mark. We denote the latter type of edges as extended edges and denote all other edges in \( E \) as default edges. For each node \( u \) we denote by \( low_e(u) \) and \( high_e(u) \) the extended low and high edges originating from \( u \) respectively. In order to traverse the compressed BDD, we as before follow the edge \( e \) such that \( mark_{out}(e) = m_i \), if it exists, and otherwise follow the default edge. An example showing how an embedded structure is compressed is shown in Figure 2 and pseudo-code is given in Figure 1.

---

**Figure 1**: Above, \( G \) is the original BDD, \( L \) the set of labels in the embedded structure, \( l \) the node labeling and \( cp \) maps \( v \in V^i \) to \( i \). Line 6-9 sets the default edge, while line 10-12 adds extended edges for those edges that disagree with the default edge. Line 13-16 set in-marks on transit edges. Line 17-20 redirects incoming edges and sets in-marks according to the component they pointed to previously. Line 23 removes the embedded structure from the BDD.

---

**Figure 2**: The set of nodes contained in \( S \), that is \( V_S = \{ v \in V^i \mid 1 \leq i \leq k \} \).
In summary COMPRESS EMBEDDING saves

\[ \left( \sum_{1 \leq i \leq k} |V_i| \right) - |L| \]

nodes and saves \( E_{\text{saved}} = \sum_{1 \leq i \leq k} \max_{l_{\text{start}}, l_{\text{end}} \in \mathbb{N}} \left| \{(u, v) \mid l(u) = l_{\text{start}} \land l(v) = l_{\text{end}}\} \right| - 1 \) edges. We add \( E_S + E_O - E_{\text{saved}} \) out-marks and \( E_I \) in-marks, if we assume that all components are rooted in the same layer.

**Handling components rooted in different layers**

In order to handle embedded structures that consist of components rooted in different layers, we give each incoming edge an offset-mark, that indicates the difference between the layers of the nodes in the compressed embedded structure and the layers of the nodes in the original component, specifically, we give every incoming edge, entering a component rooted in \( r \), the offset-mark \( d(\mu(r)) - d(r) \). During a traversal we can then determine the layer of a compressed node \( v \) as being \( d(v) + \text{offset} \) where offset is the offset-marking of the most recently traversed incoming edge. This approach requires that we know whether or not a node is located in a compressed embedded structure. This information could for instance be specified by adding a flag to every node in the compressed BDD.

**Finding and choosing embeddings**

In the previous section we covered how an embedded structure can be utilized to compress a BDD, in this section we discuss how to find and choose between embedded structures. Suppose that we have a set of nodes \( \{r_1', \ldots, r_k'\} \) and we want to construct an embedded structure rooted in \( r_1', \ldots, r_k' \) that satisfies Definition 4. We start by giving an algorithm that can find all possible embedded structures and based on this present a feasible heuristic method. The basis of this algorithm is a specialized simultaneous DFS starting in the nodes \( r_1', \ldots, r_k' \). In each step of the DFS, let \( r \) and \( p \) be vectors of elements drawn from \( V \cup \{\emptyset\} \), such that \( r_i \) is either the node visited by the \( i \)th DFS or \( \emptyset \) to indicate that the \( i \)th DFS did not visit a node in this step, while \( p \) is a similar vector of the nodes from which \( r \) was visited. Additionally define \( |r| \) as the number of elements in \( r \) different from \( \emptyset \). Hence, initially \( r = (r_1', \ldots, r_k') \) and \( |r| = k \). We assume that initially \( p = r \).

In each step the algorithm starts by replacing any nodes in \( r \) that have already been labeled by \( \emptyset \). Then, for each possible length of a long edge \( \lambda \) (in the order determined by the permutation function \( \pi \)), the function \( \text{drop}_\lambda(r, p) \) is used to create a vector \( v^\lambda \) containing the elements from \( r \) with some entries replaced by \( \emptyset \). Specifically \( \text{drop}_\lambda \) replaces a node \( r_i \) with \( \emptyset \) if \( d(r_i) - d(p_i) \neq \lambda \). Additionally \( \text{drop}_\lambda \) may replace any additional number of nodes with \( \emptyset \), in such a way that there are no duplicate nodes in \( v^\lambda \). If at least two elements different from \( \emptyset \) remains in \( v^\lambda \) the algorithm labels all remaining nodes in \( v^\lambda \) with the same timestamp and continues the DFS by visiting all high and all low children of the nodes in \( v^\lambda \). The order in which the high and low children are visited is determined by the function \( w \). The pseudo-code for this algorithm is given as DFS-LABEL in Figure 3. Intuitively the algorithm is simply a simultaneous DFS that explores subgraph isomorphisms, allowing subsets of the traversals to pause, or partition into separate searches. The important property of DFS-LABEL is that we by using it in combination with each possible choice of initial roots, \( \text{drop}_\lambda \), \( w \) and \( \pi \), can enumerate all embedded structures satisfying Definition 4.

However, while we could use this method to obtain all possible embeddings it should be clear that this is not feasible. Just considering embedded structures with two roots, we are in the worst case able to produce a number of embeddings it should be clear that this is not feasible to consider them all.

**Implementation**

Given the infeasibility of working with all possible embeddings we constrain our-selves to considering a small subset of all possible embeddings in our implementation. First off, we only consider sets of roots on the same level. Additionally we only consider the weight function by which the shortest edge is visited first. Finally we do not let the simultaneous DFS partition into multiple separate searches. Instead the layer in which the first \( r_i \neq \emptyset \) resides is used to decide for which nodes the search continues, that is, all nodes in \( r \) in a different layer are replaced by \( \emptyset \). Note that the embedding that will be found by this approach is com-

---

**Figure 2:** On the left is shown an example BDD. Dotted edges are low edges and solid edges are high edges. An embedded structure with components \( c_1 \) and \( c_2 \) is indicated. On the right is the result of running COMPRESS EMBEDDING. The outgoing edges of the root node have in-marks indicating which of the components they originally lead to. The compressed node 'C' has one extended edge with the out-mark \( c_2 \).

**Figure 3:** Intuitively the algorithm is simply a simultaneous DFS that explores subgraph isomorphisms, allowing subsets of the traversals to pause, or partition into separate searches. The important property of DFS-LABEL is that we by using it in combination with each possible choice of initial roots, \( \text{drop}_\lambda \), \( w \) and \( \pi \), can enumerate all embedded structures satisfying Definition 4.
DFS-LABEL(r, p)
1 replace all labeled nodes in r by ∅
2 for i ← 0 to n
3 do λ ← π(i)
4 vλ ← dropλ(r, p)
5 if |v| ≥ 2
6 then c1 ← c2 ← (∅, ..., ∅)
7 for each vλ ̸= ∅
8 do time ← time + 1
9 l(vλ) ← time
10 κ(vλ) ← i
11 ci ← high(vλ)
12 ci ← low(vλ)
13 if w(r, high) < w(r, low)
14 then exchange c1 ← c2
15 DFS-LABEL(c1, vλ)
16 DFS-LABEL(c2, vλ)

Figure 3: Line 1 exclude the labeled nodes from the current search. Line 4 invokes dropλ, storing in vλ a subset of the nodes in r for which the simultaneous DFS should continue. In line 8-9 the selected nodes are given identical labels, marking them for merging by COMPRESS-EMBEDDING. Line 11-12 builds the vectors of the high and low children of the visited nodes. In line 13, the function w is used to determine whether to visit the high or low children first. Line 15-16 continues the search for the selected nodes.

We compress the BDD based on S.

Terminal suppression
In most BDDs it is natural to expect a very large number of long edges leading to terminals. We therefore apply a very simple method for saving additional space, by simply not storing the edge to the terminal for nodes with exactly one terminal edge. Instead all nodes are given a mark indicating whether they have two normal edges, a high edge to the 1-terminal, etc. While this mark incurs an additional space cost for all nodes, it fits well with our other compression scheme which will remove a large part of the nodes in the BDD. Edges to terminals that have an out-mark are not suppressed in this manner.

Valid domains and restrictions
In order to utilize the compressed BDD for interactive configuration we need to efficiently support the computation of valid domains. Recall that given a configuration problem CP on some variables X = {x1, ..., xN}, and a partial assignment ρ to X, the valid domain for xi is the set of values a such that there exists a solution to CP, consistent with ρ, where xi is assigned a.

We will not describe here how to calculate valid domains but instead refer to (Hadzic 2006). For our purpose the applied restrictions are stored outside the compressed BDD and are only used to determine which combinations of edges that may be traversed. We first note that any traversal of the original BDD taking time t can be trivially performed in time O(t) in the compressed BDD, hence the traversal needed in computing the valid domains will not be significantly slower.

The algorithm used for calculating the valid domains needs to mark every node in the original BDD. These markings cannot be compressed along with the node they are placed on, and hence needs to be replicated in the compressed BDD. This implies that the space usage for these markings will be proportional to the number of nodes in the original BDD. By making a slight modification of the algorithm described in (Hadzic 2006), where we calculate the valid domains in a bottom-up fashion, it is possible to achieve an algorithm that only requires three bits per node in the original BDD. This does not affect the worst-case running time which remains O(n + ∑1≤i≤N |V(xi)||D_i|).

Experiments
In this section we apply our compression scheme to a wide variety of BDD instances. Nearly all of them have been compiled by either ConfigIT Product Modeler (2007) or CLab (2007), encoding domains of size d using [lg d] binary variables. All instances but the 10-queen problem and the 9-bit multiplier are available online from either CLib (2007) or (Hadzic 2005). Below we quickly summarize the origin and nature of each of the included instances.

Product Configuration
We have included four instances constructed to provide interactive configuration of customizable products. The instance 'Bike' is constructed based on
configuration options for a bike shop, ‘PC1’ and ‘PC2’ is based on the same PC configurator but with different variable orderings and ‘Big-PC’ represent a more complicated PC configurator. Finally the instance ‘Renault’ is an representation of the valid configuration options for the Renault Megane family of cars.

**Power Supply Restoration**  The Power Supply Restoration (PSR) problem involves manipulating a power grid in order to return power to the consumers in the grid. We have included two such instances, for further information please see (Hadzic & Andersen 2005).

**Other**  Finally we have tested some assorted BDDs, one representing an 9-bit multiplier (‘9-bit Mult.’), one representing the solutions to the 10-Queen problem (‘10-queen’) and one being a small fault tree representation (‘Chinese’).

**Calculating saved space**

For each of the tested instances in our experiments we identify a number of embedded structures in the tested instance and use a greedy approach to choose which structures to compress as described previously. While we calculate the number of nodes removed, labels added, space used for markings etc, the precise saving will depend on the exact number of nodes removed, labels added, space used for compress as described previously. While we calculate the space used for the markings required to support valid domains computation is $|V|/8$ units in total.

**Results**

The results of our tests are shown in Figure 4. For most instances our compression technique removes at least half the nodes in the original BDD. In most instances this node reduction is achieved while only adding a small number of extended edges and markings, resulting in a high saving. As can be seen from PC1/2, a poor variable ordering means that we can compress more, though the better ordered BDD remains significantly compressed. The worst result is achieved with the 9-bit multiplier for which the estimate is 3%, due to the high number of extended edges and markings that were added to the compressed structure. We note however that our estimate of the cost of labeling an edge is a bit exaggerated so in practice the saving would be larger. Additionally we believe the result for the multiplier would have been significantly improved if we had allowed embedded structures rooted in different layers in our implementation. Overall, the results indicate a consistent and significant saving in space.

**Application to other data structures**

While we have presented our results within the context of binary decision diagrams it should be clear that our approach applies to, for example, multi-valued decision diagrams and even AND/OR multi-valued decision diagrams with only trivial modifications, as we are simply taking advantage of repeated subgraph structures. We do note however that it is not possible to easily predict the compression performance of applying our approach to these data structures based on our current experiments.

**Conclusion**

In this paper we have introduced a new type of compression for decision diagram data structures for the purpose of storing configuration data on memory limited devices. For the case of binary decision diagrams we have shown how to perform restrictions and valid domains computation on the compressed data structure. In addition we have given experimental results for a wide variety of relevant instances of configuration data and shown that the compression achieved is significant in most cases.
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