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Abstract
Knowledge-based classification and regression methods are especially powerful forms of learning. They allow a system to take advantage of prior domain knowledge supplied either by a human user or another algorithm, combining that knowledge with data to produce accurate models. A limitation of the use of prior knowledge occurs when the provided knowledge is incorrect. Such knowledge likely still contains useful information, but knowledge-based learners might not be able to fully exploit such information. In fact, incorrect knowledge can lead to poorer models than result from knowledge-free learners. We present a support-vector method for incorporating and refining domain knowledge that not only allows the learner to make use of that knowledge, but also suggests changes to the provided knowledge. Our approach is built on the knowledge-based classification and regression methods presented by Fung et al. 2002; 2003 and Mangasarian et al. (Mangasarian, Shavlik, & Wild 2004). In our method, Rule-Refining Support Vector Machines (RRSVM) presented by Fung et al. 2002; 2003 and Mangasarian et al. (Mangasarian, Shavlik, & Wild 2004). In our method, Rule-Refining Support Vector Machines (RRSVM), the learner corrects antecedents in provided rules as part of a numeric optimization problem. Our formulation cannot be solved by linear programming because the feasible region is nonlinear, due to the factors that we use to correct a rule. However, our mathematical program is bilinear in these factors, which allows for a solution via successive linear programming. The correction factors resulting from this process not only increase the accuracy of the model, but can be supplied to the human user as useful refinements of the rules.

Knowledge-Based Support Vector Methods

KBSVMs generally capture rules in the form if Antecedents THEN Consequent. For example, in the promoter domain, which we examine later, we might say a gene sequence is a promoter if at least two or more DNA characters at positions (before the start of the gene) 36 (shortened to p36), 35 (p35), and 34 (p34) are ‘t’, ‘t’ and ‘g’. This rule is:

\[
\text{IF countOf(p36=t, p35=t, p34=g) \geq 2 THEN Promoter=true.}
\]

Rules in KBSVMs are generally represented in the form:

\[
Bx \leq d \implies x'w + b \geq x'h + \beta. \tag{1}
\]

In this representation, the matrices \(B\) and \(d\) capture the antecedents of the rule. For example, if in our representation there is a 1 for feature 59 if \(p36=t\) (and 0 otherwise) and similarly a 1 at feature 63 for \(p35=t\) and a 1 at feature 66 for \(p34=g\), then we could capture the rule above by having a row of \(B\) with zeros for all of the features except 59, 63, and 66. As the rule requires the count be \(\geq 2\) (while Equation 1
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uses \( \leq \) we would use negated antecedents for each of these features, in this case we would set the row of \( B \) to have -1s for the features 59, 63, and 66. Then the corresponding value of \( d \) would be -2 to capture the threshold 2. This rule is met if at least two of the features have the value 1.

The right-hand side of the rule \( (x'w + b \geq x'h + \beta) \) captures what we want to say about the consequent using the terms \( h \) and \( \beta \) (the \( x \) represents the input features, and the \( w \) and \( b \) are the weights and threshold of the model to be learned). For a classification problem, if we want to say that under the conditions indicated by the \( B \) and \( d \) matrix the data point is a promoter (a positive example) we would simply say that we want \( x'w + b \geq 1 \) setting \( h = 0 \) and \( \beta = 1 \).

KBSVMs provide methods for incorporating rules into SVM formulations. One formulation of an optimization problem for a linear SVM (without domain knowledge) for classification is:

\[
\begin{aligned}
\min_{w,b,s \geq 0} & \quad \|w\|_1 + \nu|b| + Ce's \\
\text{s.t.} & \quad Y(Aw + eb) + s \geq e.
\end{aligned}
\]  

(2)

Here, \( e \) denotes a vector of ones of appropriate dimension, and a prime symbol \( \prime \) denotes the transpose of a vector or matrix. Thus for a vector \( s \), \( e's \) denotes the sum of the components of \( s \). The absolute value of a scalar \( b \) is denoted \( |b| \).

The 1-norm of a vector \( x \), denoted \( \|x\|_1 \), is defined as the sum of the absolute values of the components of \( x \). That is if \( x \) has \( n \) components, \( \|x\|_1 = \sum_{i=1}^{n} |x_i| \). The matrix \( A \) is the set of data, one row for each data point and one column for each feature. \( Y \) is a matrix whose diagonal elements are 1 or -1 corresponding to the points in \( A \); all off-diagonal elements are 0. Parameters \( w \) and \( b \) represent the feature weights and threshold, \( s \) are the slack variables (terms used to allow the solution to deal with noisy data), and \( C \) and \( \nu \) are penalties associated with the the slack variables and the threshold \( b \). Note that although we are focusing on classification here and are using a linear rather than kernel model, our results also apply to regression and kernel methods as well.

In KBSVM the domain knowledge of Equation 1 is added as extra constraints to the optimization problem, causing the system to pick a model that takes into account the rules. So, the optimization problem in Equation 2 is extended to:

\[
\begin{aligned}
\min_{w,b,s \geq 0,u \geq 0,0, z, \xi, d \geq 0} & \quad \|w\|_1 + \nu|b| + Ce's + \mu_1 e'z + \mu_2 \xi \\
\text{s.t.} & \quad (Aw + eb) + s \geq e \\
&\quad -z \leq B'u + w - h \leq z \\
&\quad -d'u + \xi \geq \beta - b.
\end{aligned}
\]  

(3)

As part of this process of adding the rules as constraints, the rules are softened by adding slack variables (in the above representation \( z \) and \( \xi \) that allow the system to partially or completely discard a rule if it is contradicted by the data.

**Knowledge Refinement**

The slacks introduced for knowledge in KBSVMs allow for the refinement of the implication of a rule:

\[ Bx \leq d \implies x'w + b \geq x'h + \beta \]

by in some sense allowing the system to alter the \( h \) and \( \beta \) terms. But it can be desirable to refine the term \( d \) in the left-hand side or antecedent of this implication, which changes the region \( \{x \mid Bx \leq d \} \) over which the inequality in the right-hand side of the implication is enforced.

Consider the simple problem shown in Figure 1. In Figure 1(a) we show a simple linear surface that might be produced based on that two-dimensional data. In Figure 1(b) we show the data and a region defining a rule in light green (gray) where the rule indicates that in that region the user thinks data should be positive (but the data seems to contradict some of this rule). If we assume that the learner wants to closely fit the rule we might get the decision surface shown in Figure 1(b). Finally, in Figure 1(c) we show what might happen using our approach. In it the learner shrinks the advice region to better fit the data, and then fits its learned surface to that region and the data. Note that although we get more training errors than from the surface learned from just the training data, we hope that the adjusted rule is useful and the resulting surface may be more accurate for the test data. Note also that our adjusted rule can be returned to the user to analyze changes. To do this we need to refine the \( d \) term of our rule.¹

In our new approach we refine the given value of \( d \) by learning a vector \( \delta \) such that

\[ Bx \leq (d - \delta) \implies x'w + b \geq x'h + \beta. \]  

(4)

To learn \( \delta \), we add this implication to our optimization formulation in the same way as the original implication was added to Formulation 2 to produce Formulation 3. We also add a penalty on the 1-norm of \( \delta \) to the objective, which allows us to trade off among reducing the complexity of the solution, fitting the data, making changes to the consequent of the rule represented by \( z \) and \( \xi \), and making changes to the antecedent of the rule represented by \( \delta \).

We construct a new formulation for our method RRSVM by extending the formulation in Equation 3:

\[
\begin{aligned}
\min_{w,b,s \geq 0,u \geq 0,0, z, \xi, d \geq 0} & \quad \|w\|_1 + \nu|b| + Ce's + \mu_1 e'z + \mu_2 \xi + \rho \|\delta\|_1 \\
\text{s.t.} & \quad Y(Aw + eb) + s \geq e \\
&\quad -z \leq B'u + w - h \leq z \\
&\quad (\delta - d')u + \xi \geq \beta - b.
\end{aligned}
\]  

(5)

¹Note that one might also wish to refine the \( B \) term. We leave that to future work, as this would only apply in complex rules containing individual antecedents that involve more than one feature.
Observe that this problem has nonlinear constraints because the term \( \delta' u \) appears, both of which are free variables. However, the constraints are bilinear in \( \delta \) and \( u \), suggesting the method of solution shown in Algorithm 1. First, fix the value of \( \delta \) and solve the optimization problem in (5) to set the value of \( u \). Then, fix that value of \( u \) and solve for a new value of \( \delta \). This process is then iterated.

\[ \delta^1 \leftarrow 0 \]
\[ \text{for } r = 1, \ldots, \text{do} \]
\[ \text{if } Bx \leq (d - \delta^r) \text{ has no solution } x \text{ then} \]
\[ \text{return failure} \]
\[ \text{end if} \]
\[ \text{Let } (w^r, b^r, u^r) \text{ solve} \]
\[ \min_{w, b, s \geq 0, u \geq 0, z, \zeta \geq 0} \|w\|_1 + \nu|b| + Ce's + \mu_1 e'z + \mu_2 \zeta \]
\[ \text{s.t. } Y(Aw + eb) + s \geq e \]
\[ -z \leq B'u + w - h \leq z \]
\[ (\delta^r - d)'u + \zeta \geq \beta - b \]
\[ \text{Let } \delta^{r+1} \text{ solve} \]
\[ \min_{w, b, s \geq 0, z, \zeta \geq 0} \|w\|_1 + \nu|b| + Ce's + \mu_1 e'z + \mu_2 \zeta + \rho \|\delta\|_1 \]
\[ \text{s.t. } Y(Aw + eb) + s \geq e \]
\[ -z \leq B'u + w - h \leq z \]
\[ (\delta - d)'u + \zeta \geq \beta - b \]
\[ \text{if } \|\delta^r - \delta^{r+1}\| \leq \epsilon \text{ then} \]
\[ \text{return } (w^r, b^r, u^r, \delta^r) \]
\[ \text{end if} \]
\[ \text{end for} \]

**Proposition 1.** For \( \epsilon = 0 \), the sequence of objective values converges to the value \( \|w\|_1 + \nu|b| + Ce's + \mu_1 e'z + \mu_2 \zeta + \rho \|\delta\|_1 \) where \( s, \zeta \) and \( \zeta \) are computed from any accumulation point \((\bar{w}, \bar{b}, \bar{u}, \bar{\delta})\) of the sequence of iterates \(\{(w^r, b^r, u^r, \delta^r)\}_{r=1}^{\infty}\) generated by Algorithm 1. Such an accumulation point satisfies the following local minimum property:

\[ (\bar{w}, \bar{b}) \in \arg\min_{w, b \geq 0, u \geq 0, z, \zeta \geq 0} \|w\|_1 + \nu|b| + Ce's + \mu_1 e'z + \mu_2 \zeta \]
\[ \text{s.t. } Y(Aw + eb) + s \geq e \]
\[ -z \leq B'u + w - h \leq z \]
\[ (\delta - d)'u + \zeta \geq \beta - b \]

**Proof.** The sequence of objective values is bounded below by 0, and the solution of each linear program generates a feasible point for the succeeding linear program. The sequence is therefore bounded and nonincreasing, and hence converges. That each accumulation point of the sequence satisfies the local minimum property (8) can be seen by noting that each point of the sequence \( (w^r, b^r, u^r, \delta^r) \) satisfies (8) with \((\bar{w}, \bar{b}, \bar{u}, \bar{\delta})\) replaced by \((w^r, b^r, u^r, \delta^r)\) due to the first linear program (6) in Algorithm 1. Hence, any accumulation point \((w^r, b^r, u^r, \delta^r)\) of the sequence \(\{(w^r, b^r, u^r, \delta^r)\}_{r=1}^{\infty}\) satisfies the local minimum property (8). \(\square\)

We can use (6) from Algorithm 1 in conjunction with Mangasarian, Shavlik, & Wild (2004)[Proposition 2.1] to immediately prove the following result, which shows the refined prior knowledge imposed as a result of Algorithm 1.

**Proposition 2.** Let \((\bar{w}, \bar{b}, \bar{u}, \bar{\delta})\) be the result of Algorithm 1, with associated slack variables \((\bar{z}, \bar{\zeta})\). Then the function \( f(x) = x'\bar{w} + b \) satisfies:

\[ Bx \leq (d - \bar{\delta}) \implies x'\bar{w} + b \geq (h - \bar{z})'x + \beta - \bar{\zeta} \]

with \(-\bar{z} \leq \bar{z} \leq \bar{z} \) such that \( B'\bar{u} + w - (h - \bar{z}) = 0 \).

Note our method necessitates an additional parameter \( \rho \) for the optimization problem, which must be learned as well as parameter(s) for controlling the termination of the bilinear process (in terms of a maximum steps and the tolerance to use in measuring whether or not the process should be terminated). We will discuss this aspect in our experiments.

Note also that our bilinear process returns the learned \( \delta \) terms, making it possible for the user to examine the resulting value to see how the optimization altered the rules.

**Experiments**

We tested our method RRSVM on artificial data sets with known properties. This testing allowed us to determine that RRSVM works as suggested under a variety of conditions. We also performed experiments on the promoters-106 data set (Towell, Shavlik, & Noordewier 1990), an early domain theory that has become outdated (knowledge of promoters has significantly advanced), but nevertheless has been the subject of significant experimentation in theory refinement. Our results demonstrate that RRSVM works well, especially when the user provides rules that are not correct, but which have structure that can be exploited.

**Methodology**

One critical aspect of our work that must be addressed is the selection of parameter values. In the original (no knowledge) representation of the SVM formulation, there are two parameters \( C \) and \( \nu \) that penalize the size of the slacks (the misfit for each data point) and the threshold, respectively. The weights \( w \) are implicitly penalized with value 1. The KBSVM approach, another of our experimental controls, is from Fung, Mangasarian, and Shavlik (2002; 2003) and is captured in Formulation 3; this approach has \( C \) and \( \nu \) and in addition the parameters \( \mu_1 \) and \( \mu_2 \) that are used to slack the knowledge terms as described previously. Finally, our approach RRSVM includes the terms \( C, \nu, \mu_1, \) and \( \mu_2 \) as well as a fifth term \( \rho \) which is used to penalize the \( \delta \) terms.

In order to set these parameters we supply each system with a range of possible values and let it select, for each data set, which combination of parameters to use. The set of possible values we tried are: \( C \in \{10, 100, 10^3\} \), \( \nu \in \{1, 100\} \), \( \mu_1 \in \{0, 10^3, 10^6\} \), and \( \rho \in \{100, 10^3, 10^6\} \). In addition \( \mu_2 \) values were set to either \( \mu_2 = \mu_1 \) or \( \mu_2 = 10\mu_1 \). Our ranges of values were based on suggestions from previously KBSVM papers and we believe they represent a reasonable range of values. Note, in some experiments we restricted \( \mu_1 \) values to only \( \{10^3, 10^6\} \), which we discuss in those experiments.
In order to determine which set of parameters to use each learner performs a ten-fold cross validation on just its training set with each set of parameter values to estimate the effectiveness of that set. The learner picks the parameters that produced the best results across the ten folds of the training set, and uses those parameters to learn a model for the entire training set. The learned model is then tested on data not seen during parameter selection or subsequent training.

Note that one effect of this approach is that our advice methods have a larger variety of parameters to try and therefore might find a better model, but as will be seen in our experiments below, we concentrate on cases where the overall amount of data is small (since knowledge should most affect those cases). When the amount of data is small, overfitting becomes a significant possibility so the larger variety of parameters is likely balanced by this potential problem.

Artificial Data
To test RRSVM in a controlled situation where the true function is known, we generated data with the rule:

\[
\text{IF } (3f_1 - 4f_2 + 0.5) > 0 \text{ THEN class=\textit{pos}} \text{ ELSE class=\textit{neg}}. 
\]

For these experiments we did not include noise, though the results with Gaussian noise are similar (with slower convergence) in other experiments we performed on artificial data. The data sets were generated with 10 input features (2 meaningful and 8 distractor features) with values chosen randomly between 0 and 1 and labeled using the above rule.

Using the above rule we performed 20 repeats using the methodology shown in Table 1. Using this method we performed experiments on artificial data. In our next experiments we look at a real-world data set that has been used for theory refinement.

Overall, our experiments on artificial data seem to indicate that our method for refining advice, under certain conditions, makes use of advice that is not accurate, but that has useful structure. In our next experiments we look at a real-world data set that has been used for theory refinement.
The question then becomes how to set the thresholds \(T_{10}\) and \(T_{35}\) (all ask that capturing the domain theory. We will call this our Original nus10) region was defined as follows:

\[ \text{minus35} := \text{p37}=\text{c}, \text{p36}=\text{t}, \text{p35}=\text{t}, \text{p34}=\text{g}, \text{p33}=\text{a}, \text{p32}=\text{c}. \]
\[ \text{minus35} := \text{p36}=\text{t}, \text{p35}=\text{t}, \text{p34}=\text{g}, \text{p32}=\text{c}, \text{p31}=\text{a}, \]
\[ \text{minus35} := \text{p36}=\text{t}, \text{p35}=\text{t}, \text{p34}=\text{g}, \text{p33}=\text{a}, \text{p32}=\text{c}, \text{p31}=\text{a}. \]
\[ \text{minus35} := \text{p36}=\text{t}, \text{p35}=\text{t}, \text{p34}=\text{g}, \text{p33}=\text{a}, \text{p32}=\text{c}, \text{p31}=\text{a}. \]

Note that there is significant shared structure to these rules (all ask that \(p36=\text{t}, p35=\text{t}\), etc.). Similarly the second (minus10) region was defined as follows:

\[ \text{minus10} := \text{p14}=\text{a}, \text{p13}=\text{a}, \text{p12}=\text{t}, \text{p11}=\text{a}, \text{p10}=\text{a}, \text{p9}=\text{t}. \]
\[ \text{minus10} := \text{p13}=\text{a}, \text{p12}=\text{a}, \text{p10}=\text{a}, \text{p8}=\text{t}. \]
\[ \text{minus10} := \text{p13}=\text{a}, \text{p12}=\text{a}, \text{p11}=\text{a}, \text{p10}=\text{a}, \text{p9}=\text{a}, \text{p8}=\text{t}. \]
\[ \text{minus10} := \text{p12}=\text{t}, \text{p11}=\text{a}, \text{p7}=\text{t}. \]

Our combined rule takes the following form:

\[
\begin{align*}
\text{IF} & \quad \text{countOf}(p37=\text{c}, p36=\text{t}, p35=\text{t}, p34=\text{g}, p33=\text{a}, p32=\text{c}) \geq T_{35} \quad \text{AND} \\
& \quad \text{countOf}(p14=\text{a}, p13=(\text{a or t}), p12=(\text{t or a}), p11=(\text{a or t}), p10=\text{a}, p9=(\text{t or a}), p8=\text{t}, p7=\text{t}) \geq T_{10}, \\
\text{THEN} & \quad \text{Promoter}=\text{true}.
\end{align*}
\]

The question then becomes how to set the thresholds \(T_{35}\) and \(T_{10}\). Based on our examination of the rules we set \(T_{35}\) to 5 and \(T_{10}\) to 4 for our useful advice, which comes close to capturing the domain theory. We will call this our Original advice. To make the advice work less well we significantly lowered the thresholds to 2 and 2 for each, which made the rules match far too often. We will call this our Poor advice.

We then tested this by running 20 repeats of ten-fold cross validation on the promoters-106 data set using the methodology described above to select parameters. Figure 4 shows the results of these experiments.

First, note that our linear model with no knowledge performed about as well as other models have on this data. Next, note that our advice models perform well compared to other learners, though not as well as KBANN (Towell & Shavlik 1994), which used ensembles of neural networks.

In terms of performance with the advice, note when KB-SVM is not able to ignore the Poor advice, it performs very poorly (as expected), while the KBSVM system that is able to ignore the advice performs as well as the learner without advice. Finally note that learners with the Original advice perform very well, and that RRSVM that refined the Poor advice performs best of all (though the difference between RRSVM and learners with the Original advice is not statistically significant). These results indicate that RRSVM can, on a real-world data set, make useful changes to a piece of advice even if that advice is not particularly accurate.

In terms of how the advice was adjusted, for the Poor Advice in about 60% of the cases both of the thresholds \(T_{35}\) and \(T_{10}\) were adjusted upwards between 2 and 3. In the remaining cases the advice threshold was adjusted so that it only applied to a small number of cases while the other threshold was left alone (generally \(T_{35}\) would be shifted to 5 or 6 or \(T_{10}\) would be shifted to 6 or 7). This suggests that good rules might be made by strongly focusing on one region and then allowing a much looser fit for the other region.

Overall, the promoter results suggest RRSVM can refine advice for a real-world problem and give some insight into our data. Our method’s ability to compile advice into a complex learning method and to indicate how the advice has changed makes it a novel knowledge refinement method.

The two main drawbacks of our approach are that the iterative procedure of RRSVM takes more time than standard KB SVM approaches and that there are more parameters to be set. In our experiments we found that the time taken by RRSVM did grow linearly in the number of iterations with respect to KBSVM, but our algorithm did not take advantage of the fact that a good solution had been found on the previ-
ous iteration. It may be possible to use the previous solution as a “hot start” for the optimization to significantly reduce the time. Regarding the issue of setting parameters, we believe that approaches such as those presented by Bennett et al. (2006) or Zhu et al. (2003) could be used to automatically determine effective parameter values.

**Related Work**

Our work relates most closely to Knowledge-Based Support Vector methods (Fung, Mangasarian, & Shavlik 2002; 2003; Mangasarian, Shavlik, & Wild 2004; Maclin et al. 2005; 2006; Le, Smola, & Gaertner 2006). Our approach differs from these methods in that we able to refine the antecedents of the knowledge and to examine the resulting changes to the knowledge. KBANN (Towell & Shavlik 1994) is another example of a system that in a sense “compiles” symbolic knowledge to bias a numeric learner, and there has been significant work in attempting to extract learned knowledge from such networks (Fu 1991; Fung, Sandilya, & Rao 2005; Thrun 1995; Towell & Shavlik 1993). Our work differs from most of these methods in that we are inserting our rules into SVMs rather than neural networks (though the method of Fung, Sandilya, & Rao 2005 does apply to linear support vector methods as well), and our process of determining how the rules have been changed is much simpler, and does not require complex processes to extract the refined rule.

There has also been significant work on directly manipulating rules in their symbolic form rather than “compiling” them into another learner. Pazzani and Kibler (1992) developed mechanisms for refining rules represented in first order logic using inductive logic programming methods. Ourston and Mooney (1994) created a method for analyzing first order logical proofs generated from sets of rules and used data to correct and complete the proofs to learn new knowledge. Our work differs from these and related methods in that we are focusing on extending support vector methods, which have proven very effective in a wide range of problems, to be able to handle additional sources of training information, namely general rules in addition to labeled examples, while allowing both types of information to be noisy.

**Conclusions and Future Work**

We have presented a novel method for incorporating domain knowledge provided by a user into a support vector learning method, and we have shown how that domain knowledge can be refined by the learning process. Our method, Rule-Refining Support Vector Machines (RRSVM) allows a learner to make use of domain knowledge, even if it is not very accurate, as long as it has some useful structure. RRSVM also reports the refinements to the rules so that they can be examined and perhaps analyzed by the human user. RRSVM extends previous work in knowledge-based support vector methods. Experiments with RRSVM demonstrate that we can effectively refine knowledge provided by a human user, which we demonstrate on both artificial data sets and on the real-world promoters-106 data set.

For future work, we plan to apply RRSVM to larger problems and to test on real-world regression problems in addition to classification. We plan to look at RoboCup advice as in Maclin et al. (2006). We also plan to examine methods to allow RRSVM to expand on advice. We will examine methods to add new variables to rules that were not previously mentioned. We also plan to look at ways to extend methods for extracting rules from SVMs similar to Fung, Sandilya & Rao (2005) to allow for additional adjustment of rules. Finally, we would like to look at methods for refining non-linear knowledge rules and develop methods for extracting useful changes to such rules.

**References**


