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Abstract
The automated planning community has traditionally focused on the efficient synthesis of plans given a complete domain theory. In the past several years, this line of work met with significant successes, and the future course of the community seems to be set on efficient planning with even richer models. While this line of research has its applications, there are also many domains and scenarios where the first bottleneck is getting the domain model at any level of completeness. In these scenarios, the modeling burden automatically renders the planning technology unusable. To counter this, I will motivate model-lite planning technology aimed at reducing the domain-modeling burden (possibly at the expense of reduced functionality), and outline the research challenges that need to be addressed to realize it.

Introduction
In the past several years, significant strides have been made in scaling up plan synthesis techniques. We now have technology to routinely generate plans with hundreds of actions. A significant amount of ongoing work in the community (as well as in my own research group [7]) has been directed at building up on these advances to provide efficient synthesis techniques under a variety of more expressive conditions (including partial observability, stochastic dynamics, dura-tive/temporal actions, over-subscribed resources etc.).

All this work however makes a crucial assumption—that a complete model of the domain is specified in advance. In particular, the expected domain model includes preconditions and effects of actions, probabilities of different outcomes (in the case of stochastic domains), and action costs and goal utilities (in the case of domains allowing partial satisfaction).

While there are many domains where knowledge-engineering such detailed models is necessary as well as feasible (e.g. mission planning domains in NASA, factory-floor planning), there are also many scenarios where insistence on correct and complete models renders the current planning technology unusable. Some high-profile examples of such scenarios are:
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that there are impressive pay-offs as well as exciting technical challenges in realizing it.

In the following, I will first describe related work and my own personal motivations. I will then draw a qualitative distinction between two classes of model-lite planning. This is followed by three sections that provide a sketch of challenges I foresee in developing model-lite planning frameworks, and current progress (in the community at large) towards handling them.

In keeping with the spirit of the title, this short paper does not make any claims on the completeness of its treatment of model-lite planning. I do hope to maintain a page of resources related to model-lite planning as well as any expanded versions of this paper at rakaposhi.eas.asu.edu/model-lite

Background & Motivations

In a way, the realization that domain models must, of necessity, be incomplete goes back to the very beginnings of planning research (c.f. qualification and ramification problems [26]). Even after planning community embraced state-variable (STRIPS) representations of the world, some of the earlier work was explicitly done to allow incomplete domain specification.

It is interesting to note, for example, that the original motivation for HTN planning was to handle domains where one doesn’t have complete causal theory of the domain. In particular, HTN planning models were supposed to allow effects and/or dependencies between non-primitive actions that cannot be explained in terms of the preconditions/effects of the primitive actions. As time went on however, HTN planning has come to be seen as an add-on over and above complete primitive-action theory of the domain.

A similar shift happened in case-based planning. Originally, case-based planning was supposed to handle domains where the only available domain models were “case-knowledge” and a store of plausible modification rules (c.f. [16, 27]). As time went on however, HTN and case-based planning approaches have come to be seen more as add-ons over complete and correct STRIPS models. So, at one level, this paper can be seen as an argument to restore the importance of handling incomplete models.

My own interest in model-lite planning began with my efforts to adapt planning technology to autonomic computing [30] (the specific application involved reasoning with and managing software patching scripts). I have also noticed this need in web-service composition where we found that available services have at best “textual” descriptions of the service capabilities [11].

I was also motivated by my own involvement in data/information integration research [19, 20, 17]. Traditionally, the database community worked with model-rich scenarios where schemas are pre-specified and the capabilities and statistics of the databases under consideration are readily available. With the advent of web, the community has realized the need for supporting light-weight models (c.f. [12, 15]) and this has, in turn, lead to a robust research program that supplements rather than replaces the traditional model (schema)-rich database research. I believe a similar direction can be beneficial to the automated planning community.

Shallow vs. Approximate Domain Models

I view model-lite planning as planning with incomplete domain models. As I mentioned, the aim here is to reduce the modeling burden (as we shall see, planning itself may well be harder rather than easier in the face of incomplete models). I will assume that a “full” domain model includes enough knowledge to justify the correctness, and optionally, the optimality of the plan. To this end, a full model includes effect and cost models of the actions, inter-relations between the actions as well as background ontologies.

Incompleteness of the domain model is a matter of degree—ranging from no models to full models (see Figure 1). In looking at the challenges for handling incomplete models, we will find it useful to qualitatively distinguish two ends of incompleteness:

- “Approximate” domain models are those that are almost complete, but have some missing details. Examples of missing details could include missing preconditions and effects of actions (c.f. [13]), or cost models. We would like to be able to use approximate models to support plan creation as well as plan critiquing.

- “Shallow” domain models, in contrast, are those that aim to provide knowledge to support critiquing rather than creation of plans. Examples of shallow models include I/O type specifications, task dependency knowledge, case-bases, etc. (see below). Typically, these models do not involve precondition-effect style characterization of the actions.

By supporting approximate domain models, we admit that models may inevitably be faulty and incomplete. This, in turn, reduces some of the model-validation burden from the
domain modeler. By supporting shallow models, we can provide tools for plan critiquing and supporting manual plan generation, for scenarios where the users are unwilling or unable to provide generative models. (It is of course possible to have domain models that are shallow in some aspects and approximate in other.)

**Challenge: Planning Support for Shallow Domain Models**

The twin challenges of planning with shallow models are:

- Investigating wider variety of domain knowledge that can either be (a) easily specified interactively or (b) can be mined/learned.
- Types of planning support that can be provided with such knowledge.

I have already mentioned in the background section that the original motivation for case-based planning was to support planning when the only model of the domain involved past cases. Given the availability of large databases of workflows (c.f. [23]), it would be interesting to rekindle the original aims of case-based planning. To this, we can add other shallow models including:

**I/O Type Specifications:** Some work on web service composition has shown that even just the knowledge of input/output types can be gainfully used to support manual plan generation (c.f. [10, 9]).

**Task Dependencies:** The research on workflows has focused on action/activity dependency specification that cannot directly be explained in terms of the underlying precondition/effect causal theory (c.f. [3]). Such dependencies were found to be useful in managing software patching scripts (c.f. [30]).

Clearly, these different models are not mutually exclusive, and it would be interesting to consider ways in which they can be gainfully combined. In this connection, one attractive possibility that is worth exploring is whether the various types of domain knowledge can be compiled down into some common substrate (e.g. equivalent knowledge in state-variable models; see [30, 31]).

**Challenge: Plan Creation with Approximate Domain Models**

When the available domain models can be characterized as missing details from an almost correct model, the central challenge is to support plan creation despite the incompleteness. Note that the model incompleteness can be either in the domain dynamics or in terms of costs of various tasks. Theoretically, the approximate model can be seen as a stand-in for all the full models that are consistent with it. Ideally, we should then generate robust plans that are guaranteed to work for any of the domain models. The plans themselves may be “conformant” or have branches that are conditioned on sub-classes of full models. The challenge of course is doing this efficiently.

**Generating Robust Plans:** One possible direction is to develop plans that are guaranteed to be robust as minor additional features of the underlying domain model are discovered/specified. Beginnings of such techniques can be found in the work by Garland and Lesh [13] and Ginsberg [14]. Another possibility is to model the incompleteness in the domain model as uncertainty in the domain (or the problem initial state) and use stochastic/non-deterministic planning techniques. An example of such an approach can be found in [2].

**Generating Diverse or Multi-option Plans:** An alternative approach for handling domain/cost model incompleteness is to generate a diverse set of plans that are complete/correct with respect to the possible complete models consistent with the incomplete one. Approaches for generating plans that are diverse with respect to an incompletely specified cost model are described in [28, 24]. It would also be interesting to characterize these plans as a single branching “multi-option” plan where the branching conditions are tests on domain/cost models (that can potentially be evaluated during run-time).

**Challenge: Learning to Improve Completeness of Domain Models**

Learning plays a central role in model-lite planning—either in terms of acquiring original (shallow) domain models or in terms of improving them through experience. The last time there was significant interest in learning techniques in planning, it was mostly for speedup reasons [18, 34]. Once the community figured out how to scale up search, that motivation partially disappeared. The need to deal with incomplete domain models puts learning for planning back into spotlight. In particular, we need techniques for learning planning knowledge from a variety of sources including textual descriptions, plan traces as well as expert demonstrations.

For shallow models, we expect learning to bootstrap the domain models by mining (or interactively acquiring) task dependencies, cases, and I/O type specifications (c.f. [10, 5]). For approximate models, we expect learning to help in improving the domain models through experience (or interactions with humans).

Here too there is a resurgence of recent interest. There has been work on learning action models either purely from example plans [32, 2] or in the presence of background knowledge [5, 22]. There has also been work on learning cost models indirectly given examples of better and worse plans [1]. Much however remains to be done. An added bonus of this direction is that it will naturally re-ignite interest in knowledge-based learning, a critical area that has lain dormant in the recent years.

**Summary**

In this paper, I motivated the need for supporting “model-lite planning.” I divided model-lite planning into two categories: planning with shallow models and planning with approximate models—and identified planning and learning challenges in both. I also tried to provide references to exist-
ing work that can be seen as implicitly focusing on model-lite planning.

I believe that in many ways, the time is ripe for the planning community to focus on model-lite planning. The community has already started taking domain modeling issues seriously (as evidenced by the Knowledge Engineering track of the International Planning Competition, being held for the second time in 2007). The need for interactive planning support in the presence of work flows, web services and desktop automation also pulls the community towards model-lite planning. Finally, model-lite planning is also going to gel well with the recent interest in integrated approaches for planning and learning (as evidenced, for example, by the DARPA Integrated Learning program).
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