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Abstract

Modern Bayesian Network learning algorithms are time-efficient, scalable and produce high-quality models; these algorithms feature prominently in decision support model development, variable selection, and causal discovery. The quality of the models, however, has often only been empirically evaluated; the available theoretical results typically guarantee asymptotic correctness (consistency) of the algorithms. This paper describes theoretical bounds on the quality of a fundamental Bayesian Network local-learning task in the finite sample using theories for controlling the False Discovery Rate. The behavior of the derived bounds is investigated across various problem and algorithm parameters. Empirical results support the theory which has immediate ramifications in the design of new algorithms for Bayesian Network learning, variable selection and causal discovery.

Introduction

State-of-the-art BN-learning algorithms can reconstruct the complete network representing the data distribution in problems with thousands of variables. Their empirical learning quality has been determined by extensive experimentation (Tsamardinos, Brown, and Aliferis 2006). For some of the algorithms, theoretical guarantees of their asymptotic behavior have been proven, e.g., they will converge to the correct network in the sample limit. Unfortunately, there are limited theoretical guarantees for their finite sample behavior. Bootstrapping methods are possible but extremely computationally consuming (see Related Work section for more details). As a result, the practitioner who uses the algorithms is only provided with a point estimate (i.e. a single network) with no indication of how close it is to the true one (other than perhaps its log-likelihood). The inability of algorithms to accompany their output with some measure of confidence has arguably been a significant deterrent from using BN learning algorithms in many classical analysis settings.

One of the core problems in BN learning is that of identifying the neighbors of a target variable \( T \) in the (unknown) network that represents the data distribution (local learning). We denote the neighbors of \( T \) by \( N_T \). If one is able to identify the \( N_T \) sets efficiently and accurately, then one could identify all edges in a Bayesian Net-
**Background**

We denote random variables as \( V \), except for the special variable of interest that is denoted by \( T \). Quantities related to a variable \( V_i \) or \( T \) use \( i \) or \( T \) as an index, e.g., \( EN_i \). We denote sets of variables by upper-case, bold-face letters. We use calligraphic fonts for special sets of variables such as the set of all variables considered \( V \). We denote the independence of two random variables \( X \) and \( Y \) conditioned on a set \( Z \) in the unknown data distribution \( P \) as \( I(X;Y|Z) \) and the dependence as \( \neg I(X;Y|Z) \).

**Definition 1.** Let \( P \) be a joint probability distribution of the random variables (interchangeably called nodes) in some set \( V \) and \( G = (V,E) \) be a Directed Acyclic Graph (DAG). We call \( (G,P) \) a Bayesian network if \( (G,P) \) satisfies the Markov Condition: every variable is independent of any subset of its non-descendant variables conditioned on its parents (Spirtes, Glymour, and Scheines 2000).

The graph of a network in conjunction with the Markov Condition directly encodes some of the independencies of the probability distribution and entails others. The faithfulness condition below, asserts that the conditional independencies observed in the distribution of a network are not accidental properties of the distribution, but instead due to the structure of the network.

**Definition 2.** If all and only the conditional independencies true in the distribution \( P \) are entailed by the Markov condition applied to \( G \), we will say that \( (G,P) \) is faithful to \( P \) (Spirtes, Glymour, and Scheines 2000). A distribution \( P \) is faithful if there exists a graph \( G \), to which it is faithful.

Notice that, there are distributions \( P \) for which there is no faithful Bayesian network \( (G,P) \) (however, these distributions are “rare”; see (Meek 1995) for details). Also, there may be more than one graph faithful to the same distribution \( P \). We define the set of neighbors of \( T \) in a graph \( G \) as the set of variables sharing an edge with \( T \) and denote it with \( N^G_T \). The following theorem (Spirtes, Glymour, and Scheines 2000) is arguably the cornerstone of learning BNs from data using tests of conditional independence:

**Theorem 1.** In a faithful BN \( (G,P) \) on variables \( V \) : \( V_i \not\in N^G_T \) \( \Leftrightarrow \) \( \exists Z_k \subseteq V \setminus \{V_i,T\}, \text{ s.t. } I(V_i;T|Z_k) \)

From the above theorem, it is easy to see that if \( (G,P) \) and \( (G',P) \) are two faithful Bayesian networks (to the same distribution), then for any variable \( T \), it is the case that \( N^G_T = N^{G'}_T \). Thus, the set of neighbors of \( T \) is unique among all Bayesian networks faithful to the same distribution and so we will drop the superscript and denote it simply as \( N_T \).

**Single Tests of Independence**

In the context of this paper, single hypothesis testing works as follows. The null hypothesis of each test of independence, denoted as \( H_{i,k} \), is that \( V_i \) is independent of \( T \) conditioned on \( Z_k \), i.e., \( "H_{i,k} : I(V_i;T|Z_k)" \). Each such test, denoted as \( T(V_i;T|Z_k) \), computes a test statistic; for several algorithms working on discrete i.i.d. data this is the \( G^2 \) statistic; see (Tsamardinos, Brown, and Aliferis 2006) for details. We will denote with \( G^2_{i,k} \) the statistic calculated during a test of the form \( T(V_i;T|Z_k) \) (for some indexing of the subsets of variables \( Z_k \)). \( G^2_{i,k} \) is a random variable since it depends on the random sample. We denote the observed value of \( G^2_{i,k} \) in the given sample with \( g_{i,k} \). For a test \( T(V_i;T|Z_k) \) the corresponding \( p \)-value \( p_{i,k} \) of an observed statistic \( g_{i,k} \) is defined as:

\[
p_{i,k} = P(G^2_{i,k} \geq g_{i,k}|H_{i,k})
\]

Intuitively, the \( p \)-value is the probability of observing a test statistic as extreme or more extreme than the one observed in the given data under the null hypothesis. If this probability is lower than a specified significance level \( \alpha \), we reject the null hypothesis \( I(V_i;T|Z_k) \) and accept the alternative \( \neg I(V_i;T|Z_k) \). Rejecting the null hypothesis when it is true is called a Type I error or a False Discovery. Accepting the null hypothesis when the alternative is true is called a Type II error or a false negative. Thus, in the above setting the probability of Type I error is less than \( \alpha \); we say that the Type I error rate is controlled at the \( \alpha \) level. To calculate a \( p \)-value we need to know the distribution of the test statistic. The \( G^2_{i,k} \) when the corresponding independence holds is distributed with a \( \chi^2 \) distribution of certain degrees of freedom that depend on the dimensionality of \( T, V_i \) and \( Z_k \).

When the null \( H_{i,k} \) cannot be rejected, this is either due to the alternative (conditional dependence) holding, or insufficient statistical power. Most algorithms do not perform the test \( T(V_i;T|Z_k) \) unless they are confident about the power of the test. In that case, default rules determine whether to accept or reject the null without direct use of the data.

**Multiple Tests of Independence**

When testing multiple hypotheses, defining and measuring the overall error rate becomes more complicated. An approach of increasing importance was proposed by Benjamini and Hochberg (1995) and is based on what is called the False Discovery Rate (FDR). FDR is the expected proportion of false positive findings among all the rejected hypotheses. Benjamini and Hochberg (1995) provided a sequential \( p \)-value method to control the FDR. Their method as follows: consider testing \( H_1, \ldots, H_m \) with \( p \)-values in the set \( P = \{p_1, \ldots, p_m\} \). Let \( p_{(1)} \leq \ldots \leq p_{(m)} \) be the ordered \( p \)-values and \( A \) the desired level for controlling the FDR. Define

\[
F(P,A) = \max\{p_{(i)} \in P, \text{ s.t. } p_{(i)} \leq \frac{i}{m} A\}
\]

Under certain broad assumptions, Benjamini and Hochberg (1995) show that rejecting all hypotheses \( H_i \), s.t., \( p_i \leq F(P,A) \) guarantees that the FDR \( \leq A \). We can invert the procedure so that given a threshold \( t \) to reject the hypotheses, it returns the minimum FDR level \( A \) guaranteed. We denote this procedure with \( F^{-1}(P,t) \). It is easy to see that for \( p_{(i)} \) the largest \( p \)-value less or equal to \( t \), \( F^{-1}(P,t) = p_{(i)} \frac{m}{t} \).

**Discovering the Set of Neighbors \( N_T \)**

Typical algorithms that identify the \( N_T \) reject the independence (null) \( H_{i,k} : I(V_i;T|Z_k) \), if and only if \( p_{i,k} \leq \alpha \). For
each node \( V_i \in V \setminus \{T\} \) they search for a certificate of exclusion from \( N_T \), i.e., a subset \( Z_k \) such that the independence \( I(V_i; T|Z_k) \) holds. If one such subset is found, then according to Theorem 1 above, \( V_i \notin N_T \); otherwise, \( V_i \) is assumed to belong in \( N_T \). The estimated set of neighbors \( N_T \) is then returned. If all subsets \( Z \subseteq V \setminus \{V_i, T\} \) for each node, then by Theorem 1 an algorithm should return the correct \( N_T \) assuming \( H_{i,k} \Leftrightarrow p_{i,k} > \alpha \) for all \( i, k \).

An algorithm that considers all subsets \( Z \subseteq V \setminus \{V_i, T\} \) requires performing an exponential number of tests for each variable \( V_i \). This implies that the procedure is prohibitively computationally expensive on anything but very small problems. In addition, when sample is finite, the more tests one performs the higher the probability a \( p_{i,k} \) value will obtain a large value even when the alternative hypothesis holds; in turn this increases the probability of false negatives and lowers the statistical power. Thus, it is highly desirable for both quality and time-efficiency purposes to minimize the number of tests required by such procedures. This is achieved by the following theorem (Aliferis et al. 2007) (see Supplemental Material for proof at http://www.dsl-lab.org):

**Theorem 2.** Let \( EN_T, EN_i \) be any subsets of variables such that \( EN_T \supseteq N_T \) and \( EN_i \supseteq N_i \). Then,

\[
V_i \notin N_T \Leftrightarrow \exists Z_k \subseteq 2^{EN_T \setminus \{V_i, T\}} \cup 2^{EN_i \setminus \{V_i, T\}} \quad \text{s.t.} \quad I(V_i; T|Z_k)
\]

The theorem dictates that we only need to search for certificates of exclusion within supersets of \( N_T \) and \( N_i \); we call these supersets the extended neighbors (EN) sets. Obviously, the smaller the sets \( EN_T \) and \( EN_i \), the fewer tests are required to use the above theorem and provide a final estimated \( N_T \). In the worst case, \( EN_T = V \) and there are no savings relative to using Theorem 1. Typical and state-of-the-art algorithms employ the theorem to return an estimated neighbors’ set as shown in the general algorithmic template of Algorithm 1 (Aliferis et al. 2007).

Algorithms following the template may differ in the heuristics of initializing \( EN_T \) (Line 2), the way they alternate between the steps in the loop, the way they search for a certificate of exclusion (Line 4), and the way they select the next variable to insert to \( EN_T \) (Line 6). To see that such procedures are correct (in the sample limit where \( p_{i,k} > \alpha \Leftrightarrow I(V_i; T|Z_k) \)), notice that in \( AlgEN_T \), if \( V_i \in N_T \), it will enter \( EN_T \) and never be removed, since by Theorem 1 there exist no certificate of exclusion. Thus, for the returned set it holds that \( EN_T \supseteq N_T \). Also, if \( V_i \notin EN_T \), there is no certificate of exclusion within \( EN_T \) (Line 4). If also \( T \in EN_i \), there is no subset for which \( I(V_i; T|Z_k) \) for all \( Z_k \in EN_i \). Thus, there is no certificate for exclusion for \( V_i \) in \( EN_T \) nor in \( EN_i \). By Theorem 2, \( V_i \) should belong in \( N_T \) and so it is retained in \( N_T \), otherwise it is removed (Line 15).

**Bounding the FDR of Identifying the \( N_T \)**

In this section, we provide procedures for bounding the expected FDR of any algorithm \( AlgN_T \) following the template above. All constraint-based algorithms for identifying the neighbor set, that we are aware of, belong in this class.

A False Discovery (of a neighbor) occurs when the hypothesis \( "H_i : V_i \notin N_T" \) holds, but it is falsely rejected. This is a complex hypothesis, but it can be reduced to a logical statement involving only primitive hypotheses of independence \( "H_{i,k} : I(V_i; T|Z_k)" \); by Theorem 2 \( "H_i : \exists Z_k \in 2^{EN_T \setminus \{V_i, T\}} \cup 2^{EN_i \setminus \{V_i, T\}} \text{s.t.} \ I(V_i; T|Z_k)" \). Were we able to calculate the \( p \)-values of such hypotheses, we could then directly pass them to an FDR procedure. Unfortunately, this calculation is a difficult task but the next theorem bounds these \( p \)-values based on the \( p \)-values \( p_{i,k} \) of the primitive hypotheses:

**Theorem 3.** Consider the hypothesis \( "H_i : \exists Z_k \in S, such that I(V_i; T|Z_k)" \), where \( S \) is a set of subsets of variables of \( V \). Then, for the corresponding \( p \)-value \( p_i \), it holds that:

\[
p_i = P(G_{i,1}^2 \geq g_{i,1}, \ldots, G_{i,n}^2 \geq g_{i,n}|H_i) \leq P(G_{i,k}^2 \geq g_{i,k}|H_i) = P(G_{i,k}^2 \geq g_{i,k}|I(V_i; T|Z_k)) = p_{i,k}
\]

or equivalently,

\[p_i \leq p_{i,k}, \text{ for any } k \text{ s.t. } I(V_i; T|Z_k)\]
Algorithm 2 Find an FDR bound

1: procedure B-FDR($T$, $D$, $AlgN_T$, $\alpha$)
2: \hspace{1em} Input: target variable $T$; data $D$, method to find neighbors of $T$, $AlgN_T$, significance level $\alpha$.
3: $N_T = AlgN_T(T, D, \alpha)$
4: \hspace{1em} for each variable $V_i \in N_T$
5: $p_i^* = \max_{i,k} p_{i,k}$, for all
6: $Z_k \in 2^{N_T \setminus \{V_i,T\} \cup 2^{EN_T \setminus \{V_i,T\}}}
7: \hspace{1em} FDR-bound = F^{-1}(\{p_i^*: V_i \in N_T\}, \alpha)$
8: \hspace{1em} return FDR-bound
9: end procedure

Thus, we could bound $p_i$ by the minimum of $p_{i,k}$ obtained when conditioning on a subset $Z_k$ for which the independence $I(V_i,T|Z_k)$ holds. Obviously, however, we do not know for which subsets the independence holds and we are forced instead to use as a looser and more conservative bound the maximum $p_{i,k}$ over all possible subsets: $p_i \leq p_i^*$, $p_i^* = \max_k p_{i,k}$ □

Based on this, we could use the bounds $p_i^*$ instead of the actual unknown $p$-values and form the set $\mathcal{P} = \{p_i^*\}$. Subsequently, we could provide a bound on the FDR based on the $p_i^*$’s. Since, the latter ones are conservative, the FDR bound should also be looser than had we used the actual $p$-values. Algorithm 2 returns an FDR bound on the output of any algorithm $AlgN_T$ following the template in Algorithm 1.

A few comments on the above procedures. $AlgN_T$ controls the false discovery rate at the significance level $\alpha$ of each primitive hypothesis of independence. It does not control the FDR of the complex hypotheses $H_i : V_i \notin N_T$. B-FDR on the other hand, provides a bound on the FDR of the complex discoveries $H_i$’s.

The algorithm B-FDR only calculates the $p$-value bounds $p_i^*$ for the variables in $N_T$ and not for all variables in $V$. The call to $F^{-1}$ (Line 6) uses only these $p$-values. This is justified as follows: Recall that $F^{-1}(\{p_i^*: V_i \in N_T\}, \alpha) = p_{i_m}^{*\text{max}}$, for the largest $i$ s.t. $p_i^{*\text{max}} \leq \alpha$. Since, for all $V_i \notin N_T$, $p_i^* > \alpha$, there is no need to compute and include these $p$-value bounds in the call of the $F^{-1}$ procedure because we would obtain the same answer.

The basic assumptions of the algorithms are that the data distribution is faithful, the tests of independence return a $p$-value, and the FDR procedure used is correct. There are no assumptions regarding the shape of the distribution such as normality.

Another important assumption is that there is enough statistical power at the $\alpha$ level, so that when $V_i \in N_T$, $p_{i,k} < \alpha$ and so $V_i$ will not be removed from $EN_T$. When this is true we obtain that $EN_T \supseteq N_T$ and $EN_T \supseteq N_i$ as Theorem 2 requires. In other words, the false discoveries (Type I error) of the complex hypotheses “$H_i : V_i \notin N_T$”, depend both on the Type I error and on the Type II error of the underlying primitive hypotheses “$H_{i,k} : I(V_i; T|Z_k)$”. Algorithm B-FDR guarantees the FDR only by assuming the Type II error rate at level $\alpha$ is zero.

As already mentioned, to ensure enough power, algorithms $AlgN_T$ typically do not perform the test $I(V_i,T|Z_k)$ unless there is enough sample per degrees of freedom. Thus, another assumption required for the bounds to be accurate is that when $V_i \notin N_T$ the independence $I(V_i,T|Z_k)$ holds for a test that is actually going to be performed. For large enough sample and sparse networks this assumption is typically true.

In terms of the time-complexity of the algorithm, notice that all required $p_{i,k}$ values are computed during the execution of the algorithms $AlgN_T$ and $AlgEN_T$. Thus, with smart caching of these values computing the maximums $p_i^*$ requires no extra cost, while computing $F^{-1}$ requires in the worst case time linear to the number of variables. The time complexity of $AlgN_T$ provided some smart optimizations in place is $O(|V| \cdot |EN_T|^{l+1})$, where $l$ is the maximum size allowed for any conditioning set $Z_k$ and $EN$ the maximum size of extended neighbors computed (see (Tsamardinos, Brown, and Aliferis 2006) for details).

Experimental Results

For the experiments that follow we have selected the networks Alarm, Child, Insurance, Gene, and Pigs (37, 20, 27, 801, and 441 variables respectively) from real decision support systems. We have sampled 5 datasets from the distribution of each network and run B-FDR on all datasets targeting every variable in the first three networks and 37 nodes randomly chosen from the latter two for a total of 790 runs: 158 variables $\times$ 5 samples. The underlying instantiation of $AlgN_T$ is the algorithm MMPC (Tsamardinos, Brown, and Aliferis 2006).

Figure 1 plots the average true FDR found for a variable (over all samplings), i.e. the percentage of false positives in $N_T$, versus the average FDR bound returned by B-FDR (158 points per graph). We expect the bound to be larger than the observed FDR and so all points in the graphs to fall below the diagonal, minus some statistical fluctuations. Ideally, we would also desire the bound to be tight and for each point to fall exactly onto the diagonal. Theoretically, this is not expected to be the case, since we are unable to compute the exact $p$-values of the complex hypotheses.

In the first set of experiments (first row, Figures 1(a)-(c)) the parameter $\alpha$ is set to 0.05, while the sample size ranges in the set {10000, 5000, 1000}. In the second set of experiments (second row, Figures 1(d)-(f) and Figure 1(b)) we have fixed the sample size to 5000 and varied the $\alpha$ parameter within the set {0.01, 0.05, 0.10, 0.15}.

Focusing on the first row, we see that in Figures 1(a) and (b), the FDR bound is indeed accurate and most points fall below or close to the diagonal. Certain small deviations are expected due to statistical fluctuations, since the theoretical bounds regard the average (expected) behavior. For sample size 1000 however, Figure 1(c) we see that the FDR bound calculated fails on many cases. In close inspection of these results we discovered that for several variables the algorithm would not perform all necessary tests to remove variables.
from the neighbor set. This is due to MMPC determining that the sample is insufficient relative to the overall degrees of freedom of the test to obtain a reasonable statistical power. Not performing all tests violates the assumptions of the B-FDR algorithm. In such cases, the theory still holds for a looser definition of a false discovery: a false discovery regarding a variable \( V_i \) for a \( Z \in \mathbb{N}_T \) given a subset \( Z \) of either \( \tilde{E}N_T \) or \( \tilde{E}N_i \), for which the test \( T(V_i; T'Z_c) \) can actually be performed. When we keep only the variables where all the required tests could be performed, the situation is improved as shown in Figure 2.

There are other minor violations of the assumptions of B-FDR. In all graphs shown, there are two nodes from the Insurance network that are systematically above the diagonal (compare for example Figures 1(a) and 1(b); these are the two points between 0.2 and 0.4 true FDR, and above the diagonal in both figures). For these two variables we determined the existence of determinism in the Insurance network and the violation of the faithfulness assumption.

The lower the value of \( \alpha \), the easier it becomes to accept \( H_t : V_i \notin \mathbb{N}_T \) and so, as we observe in the figures the true FDR is lower for lower values of \( \alpha \). As \( \alpha \) increases both the true FDR and its bound increase; the cloud of points is moving towards point (1,1) in the graph, while staying below the diagonal.

While useful, the graphs of Figure 1 may be somewhat misleading since several points fall onto each other, while outliers visually stick out. We now present two statistics that summarize and quantify the information in the graphs. Let \( tFDR \) be the true FDR of a run of the B-FDR and \( bFDR \) the FDR bound estimated. We define the average error of the bound as the average \( \max(tFDR - bFDR, 0) \) and the average slack of the bound as the average \( \max(bFDR - tFDR, 0) \) over all 790 runs. The error and the slack is the average underestimation and overestimation of the bound, respectively. The results are in Table 1.

Both the graphs and the statistics indicate that, provided the assumptions hold, the algorithm returns bounds that are accurate across different sample sizes and values of the \( \alpha \) threshold. For example, within the scope of our experiments, for sample size 5000, and \( \alpha = 0.05 \) a practitioner should expect on average overestimating the true FDR by about 0.5% and underestimating it by 3.5%. Some obvious trends observed in the table are that the slack decreases with sample size and increases with \( \alpha \). In terms of computational complexity, the average time over all runs to compute \( \mathbb{N}_T \) and its bound is 33 seconds. The Pigs network was the most demanding; excluding it, the average time drops to 12sec.

**Related Work**

Most early work on estimating errors in BN learning is based on bootstrapping that is extremely computationally demanding. In Listgarten and Heckerman (2007), an algorithm for determining the FDR of edge detection in BNs is presented. The method is based on permutation testing which is more efficient than bootstrapping but still requires multiple learning rounds. In addition, the way permutation testing is performed requires one to learn the complete network (global
learning) and the orientation of the edges, and is geared toward search-and-score learning algorithms. The permutation testing procedure presented in the above paper has some theoretical problems that lead to overestimation of the FDR. Other related recent work includes (Péna 2008). The algorithm in that paper learns a Markov Blanket of a variable $T$ (a superset of $N_T$), concerns only Gaussian Graphical Models, and finally, it requires conditioning on sets of size almost equal to the network area identified; the latter implies that the general sample requirements of the algorithm are exponential to the number of variables returned. Finally, interesting related work is presented in (Nilsson et al. 2007). The problem is to identify all multivariately differentially expressed genes while controlling FDR and it involves only unconditional statistical tests; nevertheless it employs similar statistical techniques. We intend to further explore the relations to the above algorithms in future work.

**Discussion and Conclusions**

We have presented an algorithm for bounding the False Discovery Rate of identifying the set of neighbors of a variable of interest $T$ in any Bayesian Network faithful to a sample distribution. Preliminary empirical results corroborate the theoretical properties of the algorithm across a range of sample sizes and threshold values of the underlying independence test. One limitation empirically illustrated is that the method’s accuracy degrades abruptly when the assumptions are violated; this is due to the hard-heuristic rules of MMPC and all similar constraint-based algorithms that completely refuse to perform a test of independence unless it passes some ad-hoc criteria for determining sufficient statistical power. The idea of the method could possibly be extended to encompass other BN-learning algorithms and tasks; it could also be augmented with techniques that bound the false negative rate or a weighted average of Type I and Type II errors using more advanced and recent statistical theories. The algorithm presented has immediate applications in designing BN-learning algorithms, Markov-Blanket based (constraint-based) feature selection methods for prediction, and causal discovery methods that we intend to explore.
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