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Abstract
In this work two indexing approaches are presented for case-based reasoning. The first is a hybrid technique which uses a combination of a matrix structure and a tree structure to solve problems. The matrix and tree structures index cases by their discretised feature values. The second approach is based solely on the tree structure and never uses the matrix. The two techniques are evaluated in terms of their competency and efficiency with respect to nearest neighbor retrieval. Both approaches provide average efficiency gains of up to 20 fold in comparison to nearest neighbour with only a slight loss in competency, as averaged across all case-bases tested. It is argued that these approaches are appealing due to their simplicity, competency and efficiency.

Introduction
The nearest neighbor (NN) algorithm is a commonly used similarity metric in Case-Based Reasoning (CBR). Its appeal includes its simplicity, its transparency, its robustness in the presence of noise and the fact that it does not require training. Over the years researchers have studied the nearest neighbor algorithm in detail to try and improve upon its competency. For example its noise tolerance has been improved by retrieving k nearest cases and introducing a ‘voting’ scheme to combine the various predictions [20]. Attribute values have been weighted according to their significance to help deal with the curse of dimensionality [20], cases themselves have been weighted to increase the retrieval probability of more competent cases [3,2,10] and approaches for improving the manner in which symbolic attributes are dealt with proposed [15,2,3]. All of these improvements have focused on improving the competency of the NN algorithm. A major drawback of the algorithm, due to its exhaustive search, remains its efficiency. This is especially poor for large case-bases or those of high dimensionality. A serious consequence of this poor retrieval efficiency in CBR is an exacerbation of the effects of the utility problem [17].

The utility problem, which is seen in many problem solving systems, manifests itself as a reduction in the efficiency (average problem solving time) of a problem solving system as new knowledge is learned. It is classically observed in first principles reasoners such as speed up learners, but has also been observed in CBR systems which do not have a first principles reasoner at their core [16]. In CBR the time taken to solve a problem is composed of the time required to search the case-base to retrieve an appropriately similar case or cases plus the time taken to adapt the retrieved case’s solution. The less similar a target problem and retrieved case are, the more processing is required during adaptation and the longer the problem solving process will be [18]. Therefore to improve efficiency, compelling arguments exist which advocate continually adding cases to a case-base over time to try and maximise problem space coverage thus reducing the amount of adaptation required and therefore by default, the time taken to solve problems. Although this may initially seem to be logical unfortunately in reality it has not been shown to be true [16] as in some situations the overall time taken to solve a problem actually increases with the addition of a new case to the case-base. This is known as the utility problem in CBR.

A number of techniques have been developed to reduce the effects of the utility problem in CBR. All can be regarded as knowledge maintenance strategies, which add a considerable overhead to the housekeeping functions of the CBR.
system and all focus on the improved management of either similarity (retrieval) knowledge or case knowledge. Most of these techniques focus on ensuring that the basic problem solving ability (competence) of the CBR system is maintained whilst reducing retrieval time. These techniques fall into two main categories, namely, policies which do not limit the size of the case-base in achieving the maximal problem space coverage possible and those which do. The former use indexing structures to improve search efficiency while the latter, which include case addition and deletion policies, rely on the fact that the number of cases present in the case-base will never be allowed to become so large so as to affect the search efficiency of the retrieval process significantly. Overviews of these strategies are now presented.

Indexing
Case indexing has been widely applied in CBR as a method of improving search efficiency to combat the effects of the utility problem. As only a selective portion of the case-base is made available during retrieval, search time is reduced and the efficiency of identifying a possible solution is increased dramatically. Unfortunately building and maintaining a competent index is not an easy task as it is highly dependent on the retrieval circumstances, which are constantly changing. Therefore the indexing structure (retrieval knowledge) of the case-base must be maintained to reflect this. Additionally the addition of new cases to the case-base over time must be accommodated. This maintenance of retrieval knowledge can be a major burden on efficiency in CBR systems. If the indexing scheme is poor or maintenance is ignored, cases with good solutions to the target problem may be overlooked as they reside in a different part of the case-base inaccessible under the current indexing scheme. This can lead to the complex adaptation of less suited cases, a reduction in competence and in severe situations, problem-solving failures. Therefore, due to poor retrieval knowledge or insufficient maintenance, in an attempt to improve efficiency, competence is often sacrificed [11].

A number of researchers have applied indexing strategies to CBR. Aha [1] presented a methodology of continually refining a case library in the domain of conversational case-base reasoning to improve both competency and efficiency. Deangdej [4] devised a dynamic indexing structure to retrieve cases at run time from a case-base of over two million cases. Fox [5] developed an introspective reasoning technique for dynamically refining case indexes based on previous retrievals. Smyth has devised an indexing scheme based on a case competence model [18], which improves both retrieval competency and efficiency. Nearest neighbour retrieval can be improved by space partitioning techniques such as k-d trees [19]. However such techniques are restricted to continuous attributes.

Addition
The basic theory behind addition policies is to prevent the case-base from ever becoming so large that efficiency is detrimentally affected. The majority of these techniques focus on some concept of problem space coverage provided by the cases in the case-base and aim to build efficient case-bases with the maximal coverage using the minimal number of cases. Space prevents an in-depth analysis of these techniques but McSherry [8], Zhu & Yang [21] and Portinale et al [13] have all proposed case addition strategies which limit the size of the case-base.

Deletion
Most case deletion policies are also based on some notion of the problem space coverage provided by cases. Deletion is a very difficult strategy to implement in CBR as some cases are inevitably more expendable than others. This is due to the fact that cases are the basic unit of both competence and efficiency in a case-base [16], [13]. A number of deletion policies have been proposed by researchers [18], [7].

The main difficulty with both deletion and addition policies is the efficiency overhead they impose on the system. Another drawback is that by limiting the size of the case-base, knowledge will inevitably be lost to the system. It is widely recognized that knowledge can be converted from one knowledge container into another in CBR systems [14]. For example Hanney [6] and McSherry [8] have demonstrated how case-knowledge can be used as a source of adaptation knowledge. Patterson et al. [10] have demonstrated that case-knowledge can also act as a rich source of similarity knowledge. Therefore by excluding some of the cases vital knowledge could be lost to the system.

In this work we report on advances to the Discretised Highest Similarity with Pattern Solution Re-use algorithm, (D-HS+PSR) [12], within the M² CBR framework [9], specifically analyzing its improvements over NN in terms of efficiency and its ability tocompetently index case-bases. We present two algorithms for analysis. The first, D-HS+PSR(II) is a hybrid retrieval technique, which uses a combination of a matrix and a tree structure for retrieval. The tree is used to provide solutions to problems already encountered in the lifetime of the system, whereas the matrix solves new (previously un-encountered) problems from scratch and then updates the tree with this knowledge for reuse in the future. The second technique, D-HS+PSR(III), uses the matrix to build the tree structure initially, but it ignores the matrix during retrieval, converts the tree into a case vector representation and only uses this to solve target
problems. In this technique, if a target problem has not been encountered before a solution is formed from what are judged to be the most similar cases, using Euclidean distance as a measure. Both techniques can be used for classification and regression type problems.

The motivations for developing these techniques were three-fold. We wanted to develop a means of similarity determination, which was more efficient than the k-NN algorithm (as measured by a comparison of the speed of the technique) whilst maintaining similar competency (as measured by the accuracy of prediction). Secondly we were interested in developing an approach, which could help reduce the effects of the utility problem with a minimal overhead in terms of processing. Finally we wanted to ensure that the new approach was easily maintained in real time.

**Methodology**

Here we describe the theory behind the construction of the matrix and tree structure used in the D-HS+PSR(II) technique and describe how they combine to solve problems. Each case-base was split into training and test cases. Each case was composed of a combination of numeric and/or nominal values. The training cases were processed to create a matrix \( M \) where each cell \( M(i,j) \) contains a list of cases whose normalized attribute value \( x \) for attribute \( i \) lies in an interval \( l/d_i \leq x < l/(d_i + j) \). For nominal attributes the value of \( d_i \) is simply the number of possible attribute values. For continuous numeric attributes, we chose \( d_i \) to have the value of 10 so in essence numeric attributes are discretised into 10 intervals. This discretization parameter was found from previous experiments to give competent results [12]. A target case was said to match a case from the case-base if both of their attribute values fell into the same discretised interval as defined in equation 1.

\[
similarity(C_1, C_2) = \frac{d}{n} \sum \text{match}(C_1(n), C_2(n)) \quad (1)
\]

where

- \( d \) is the number of attributes
- \( C_i(n) \) is the case’s \( n \)th attribute value
- \( \text{match}(C_1(n), C_2(n)) = 1 \) if \( C_1(n) \) and \( C_2(n) \) lie in the same discretised interval, 0 otherwise.

At least \( N \) (\( N = 10 \) in our experiments) cases from the matrix, with highest matching count were considered for retrieval as part of an initial retrieval set for a Target. This set was reduced down to a final retrieval set of 5 entries by taking the 5 closest according to a Euclidean distance metric. This final retrieval set was then used to predict an average value in the case of a continuous output field, and a majority class for classification problems.

Figure 1 shows an example of how the matrix was constructed using the example case-base where cases consist of 3 attributes \((A1-A3)\) and a solution field \( S \). It also describes the retrieval process for a target \( T \). For simplicity it shows how each case attribute value was discretised into one of 5 intervals. A count was kept of the number of times the attributes of each case in the case-base fell into the same discretised intervals as the corresponding attribute of the target, \( T \). All cases, which overlap with \( T \) are shown in bold in Figure 1. This means that the similarity function has maximal value if two cases agree on all their attribute values and 0 if they agree on none of their attribute values.

This matrix approach could be speeded up further by creating a tree like representation of the cases in the case-base. It was seen that, especially for larger case-bases, there was a high probability that a number of different target cases shared the same matrix retrieval pattern (as a result of the attribute value discretisation process) as cases in the case-base.

![Example Dataset Matrix](image.png)

<table>
<thead>
<tr>
<th>Cases</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>2</td>
</tr>
<tr>
<td>C5</td>
<td>1</td>
</tr>
<tr>
<td>C6</td>
<td>1</td>
</tr>
<tr>
<td>C7</td>
<td>1</td>
</tr>
<tr>
<td>C8</td>
<td>1</td>
</tr>
<tr>
<td>C9</td>
<td>3</td>
</tr>
<tr>
<td>C10</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cases</th>
<th>Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2</td>
<td>0.42</td>
</tr>
<tr>
<td>C5</td>
<td>0.4</td>
</tr>
<tr>
<td>C6</td>
<td>0.63</td>
</tr>
<tr>
<td>C7</td>
<td>0.36</td>
</tr>
<tr>
<td>C8</td>
<td>0.45</td>
</tr>
<tr>
<td>C9</td>
<td>0.1</td>
</tr>
<tr>
<td>C10</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig 1 Retrieval using the matrix in D-HS+PSR(II)

An auxiliary retrieval tree structure was therefore built, which mirrored the exact matrix intervals each particular case fell into for each of its attributes. Figure 2 shows a partial tree for cases 1, 5, 9 & 10. Attribute decision nodes, \( A1, A2, A3 \), discriminate among the matrix intervals a case’s attribute falls into. At each leaf node of the tree is stored the actual cases which are indexed via the particular retrieval pattern of its attributes. Utilizing the tree, to exactly match a target case’s interval pattern, could negate the need for a matrix lookup when the pattern is recognized by the tree. If the target interval pattern is not recognized, then the matrix can still be used to solve the problem. From Figure 2 it can be seen that each level of the tree corresponds to a specific attribute and each node in the tree can potentially
be split into the number of discretised intervals for that attribute. Each node has child pointers to the next attribute. The tree structure shown in Figure 2 corresponds to the same cases in the case-base as shown in the previous example. The 1st attribute of case 1 falls into interval 1, its 2nd attribute falls into interval 2 and the 3rd attribute falls into interval 5, so the tree is traversed as shown and case 1 stored at the leaf node and can be indexed by a retrieval pattern of (1,2,5). The diagram demonstrates how the target case T with retrieval pattern (2,3,3) is solved using the tree. The retrieval patterns within the tree can be viewed as new ‘case structures’, which can be used to solve target problems. They can be seen as a generalization of the case knowledge within the matrix.

The solution T is found by looking at the leaf node (C9, C10) and retrieving cases which have some overlap. This may decrease efficiency compared to D-HS+PSR(II) but as the number of cases are less than in the original case-bases (see discussion on compression later), the search space is reduced and it may be more efficient than k-NN on the original case-bases.

**Experimental Technique and Results**

Five case-bases, obtained from the UCI machine learning repository, were used in the following experiments. In each of the experiments 10-fold cross validation was used to build a model using the training cases. The test cases were used as targets to test the efficiency and competency of the model.

Table 1 shows the % accuracies (or MAE in the case of abalone) for 5 case-bases using the D-HS+PSR(II) retrieval approach compared to k-NN\(^2\). It also shows the percentage of retrievals which used the primary case-base (% P). Additionally the speedup ratio of retrieval compared to k-NN retrieval is shown.

\(^2\) 4 case-bases are classification problems while 1, Abalone, is a prediction problem. This was included to highlight the flexibility of the approach to solving both types of problems.
original case-base. The higher the percentage reduction, the fewer the number of distinct patterns and the more efficient the technique will be.

Table 2 Results for the D-HS+PSR(III) retrieval technique

From this it can be seen that, with Mushrooms, competency is the same as D-HS+PSR(II), it is better than D-HS+PSR(II) with Letter, and worse with the other 3 case-bases. A decrease in competency of 4.8% averaged over all case-bases was observed with D-HS+PSR(III) compared to k-NN. This is 1.67% on average less competent than D-HS+PSR(II). As for the efficiency of the algorithm, all case-bases gave better efficiencies than k-NN apart from Waveform and Mushroom, which were slightly less efficient. This was because creating the tree did not reduce the search space at all (see Table 2, the reduction in cases = 0% for Waveform and Mushroom) but there is the extra overhead of creating the tree in the first place. All case-bases were slower than D-HS+PSR(II) with the exception of Abalone. This indicates that the efficiency of D-HS+PSR(II) may be better for case-bases with less compression whereas whenever there is a large reduction in the search space, as with Abalone, an exhaustive NN search may be more efficient using the primary case-base alone as opposed to using the matrix and tree retrieval approach of D-HS+PSR(II). The average ratio of efficiency gain over k-NN was 17.9, which compares to a ratio of 20.2 for D-HS+PSR(II). From this we can conclude that D-HS+PSR(II) is more efficient and on average more competent than D-HS+PSR(III).

Conclusions

In this paper we present two related approaches to improve the efficiency of retrieval in CBR. As such they could be used to reduce the effects of the utility problem in CBR due to the fact they would enable the construction of a much larger case-base before the effects of the utility problem became apparent. Both are considerably faster than k-NN but this efficiency improvement is at the expense of a slight drop in competency. D-HS+PSR(II) is more efficient and on average more competent than D-HS+PSR(III). The only proviso with this is, if there is a large amount of compression achieved by creating the primary case-base, then D-HS+PSR(III) may be more efficient. In general therefore D-HS+PSR(II) proved to be the more desirable technique.

Note that these ratios take into consideration the time required to build the matrix structure, create the primary case-base and then retrieve a solution from either the primary case-base or matrix. From this it can be seen that the competency of retrieval is similar to k-NN (a drop of 3.13% averaged over all case-bases) but with an improvement in efficiency. Efficiency varies from 8.3 times more efficient with Waveform to almost 55 times more efficient with Abalone and taken as an average over all case-bases the approach is seen to be 20.2 times faster. Also shown are the percentage of times a solution is reused from the primary case-base. This varies from 0% with Waveform and Mushroom, indicating that a pattern is never reused (i.e. a case’s attributes never exactly overlaps with a target’s attributes), to 89.5% with Abalone. These results demonstrate that, the more often retrievals are made using the primary case-base the greater the efficiency gain over k-NN will be. This is because despite there being an initial overhead in setting up the primary case-base, this is compensated for by the savings in time achieved by solving numerous problems using the tree as opposed to the matrix. Abalone, which has a high percentage of reuse, provides the greatest time savings compared to k-NN, whereas Waveform and Mushroom with no reuse provide the least improvement in time. It would be possible to analyze the case-base in advance to determine whether to use the auxiliary tree store. As both Waveform and Mushroom consist of entirely unique case patterns, we could have predicted that there would be no advantage to having an auxiliary tree store. The fact that some efficiency improvement is noted with Waveform and Mushroom is solely due to the speed of the matrix technique, compared to k-NN, which compensates for the extra time required to build the tree even though it is never used in retrieval.

Table 2 shows results for D-HS+PSR(III) in terms of competency, efficiency ratio over k-NN and percentage reduction in the size of the search space compared to the original case-base. The percentage reduction in search space obtained varies from case-base to case-base and is expressed as the number of cases in the primary case-base as a percentage of the total number of original cases. The amount of ‘compression’ obtained is determined primarily by the number of distinct case patterns in the case-base in comparison to the size of the

<table>
<thead>
<tr>
<th>Case-Base</th>
<th>DHS+PSR(II) Competency</th>
<th>kNN Competency</th>
<th>% P</th>
<th>Efficiency Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>82.0</td>
<td>82.6</td>
<td>44.1</td>
<td>14.4</td>
</tr>
<tr>
<td>Abalone</td>
<td>1.66</td>
<td>1.6</td>
<td>89.5</td>
<td>54.6</td>
</tr>
<tr>
<td>Letter</td>
<td>91.5</td>
<td>95.5</td>
<td>20.1</td>
<td>14.5</td>
</tr>
<tr>
<td>Mushroom</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>9.4</td>
</tr>
<tr>
<td>Waveform</td>
<td>74.2</td>
<td>79.5</td>
<td>0</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Table 1 Results for the D-HS+PSR(II) retrieval technique
The matrix component of D-HS+PSR(II) can also be used to highlight the areas of the problems space, where the system presently lacks knowledge to solve problems, thus drawing attention to these areas for future case knowledge acquisition. One approach to discovering any missing matrix knowledge would be to rely on the expert to actively acquire it but a more appealing and elegant approach would be to use machine-learning techniques to automatically discover the missing case knowledge. The matrix would be used in this instance as a knowledge acquisition tool. This will be the focus of future work within this system. Other issues for further study include the relationship between case knowledge and adaptation knowledge and an improvement to both techniques so they can more efficiently deal with nominal attributes. In addition, a study of variable sized matrix intervals and the weighting of attributes and retrieval cases will be carried out.
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