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Abstract

Temporal features are an important characteristic of real world data, yet often they are ignored within the context of case-base reasoning (CBR) systems. This is largely due to the difficulties of handling and maintaining temporal knowledge effectively. We present a novel, domain independent approach, called D-HS\textsuperscript{T}, designed for case retrieval in CBR, we assess its limitations and evaluate modifications designed to address these shortcomings. We show the approaches to be both efficient and competent when indexing real world case-bases, compared to the commonly used R-tree indexing technique.

Introduction

Case-based reasoning (CBR) has been successfully applied in a wide variety of domains. Most systems focus on time invariant attributes and either ignore temporal attributes or oversimplify them [1]. This is largely due to the difficulty of satisfactorily handling the CBR processes, such as, similarity determination, indexing, adaptation and knowledge maintenance, with time related data. However time is an important and pervasive concept in the real world [2] and therefore by default, important to many of the domains CBR can be applied to. Examples of these domains include, reasoning with real time data obtained from sensors (automatic control systems) or medical diagnostics (monitoring a patients vital signals). The growing importance of handling temporal data is clearly seen by observing the recent increase in the volume of research on temporal CBR (T-CBR) systems [3].

Most research into indexing temporal data has been carried out in the context of temporal data mining where the majority of techniques fall into a two-level framework, with level one involving feature extraction (FE) and level two indexing. It can be seen that the majority of FE techniques focus on efficient dimensionality reduction approaches such as: Discrete Fourier Transformation (DFT) [4], Discrete Wavelet Transformation [5], different variations of Piecewise Approximation [6] and Languages for Shape Representation [7]. The number of actual indexing techniques employed by researchers is limited [8]. The most popular and widely used being the R-tree [9] indexing structure and its variations.

As most temporally orientated domains are likely to have a mixture of both temporal and non-temporal attributes it is important that all the CBR processes can handle both types interchangeably. It is easy to apply k-NN to retrieve similar cases based on both attribute types, however this approach is very inefficient if the case-base grows in size or there are more than a couple of temporal dimensions (after feature extraction it is not uncommon for each temporal attribute to be transformed into 10 frequency features). R-trees have been used to create indexes for T-CBR to overcome the efficiency limitation of k-NN, but it has a dimensionality limitation. According to [8] an R-trees efficiency deteriorates when dimensionality increases beyond 20, which is approximately enough to index only one or two temporal attributes (depending on the feature extraction method applied).

A novel, domain independent, indexing technique called D-HS\textsuperscript{T} (Discretized Highest Similarity Temporal), which can effectively index both temporal and non temporal attributes within a case structure, is evaluated in this paper. We assess its limitations and as such propose 2 modifications of the algorithm designed to improve its competency. Previously D-HS has been shown to be effective at indexing cases with time invariant attributes [10]. In [11] an extension was proposed for handling cases with time-series (TS) attributes and a very limited initial analysis of the technique using synthetic cases provided. Here we present a more thorough empirical evaluation of D-HS\textsuperscript{T} with real world temporal cases, propose improvements to it and benchmark them all against R-trees. We show it to be comparable to R-trees in terms of accuracy but more efficient, depending on the variation used. Due to space limitations
we only focus here on indexing cases consisting wholly of
temporal attributes and ignore hybrid cases consisting of
both temporal and non-temporal attributes.

The next section outlines the methodology of the tech-
niques, which is followed by the experimental set up and
results of the comparison between D-HS and R-tree. Fi-
nally a conclusion and future work is proposed.

Methodology

Firstly, due to space restrictions, here we only pro-
vide a high level methodology overview of both the D-HS
and D-HS\textsuperscript{T} approaches. For more information interested
readers are encouraged to read [10] and [11] respectively.
We then describe a number of improvements to D-HS developed as a result of recent work. D-HS is based on a
matrix-like indexing structure where columns represent
indexing spaces for attributes, and rows represent their
segmentations. Each attribute is represented in the matrix
as a single column. The number of rows (segments) for
each attribute depends on its type. Numeric attributes have
10 equal segments (determined empirically) whereas nomi-
nal attributes have the same number of segments as they
have distinct values.

The illustration of the indexing and retrieval pro-
cesses is shown in figure 1.

![Fig. 1. Illustration of the indexing and retrieval processes for D-HS.](image)

During the indexing process a case is indexed into
the matrix based on each attribute individually. The seg-
ment, into which the case falls for each attribute, is calcu-
lated according to its normalized attribute value. In figure 1
three cases are indexed. The first attribute value of case \( C_1 \)
is 0.98. Based on the example matrix in the diagram (where
only 3 segments are visualized), \( C_1 \) is mapped into the 3\textsuperscript{rd}
segment bounded by interval \([0.666, 1.0)\) for attribute 1.

Attributes 2 and 3 have values of 0.53 and 0.56 and as such
both are mapped into the 2\textsuperscript{nd} segments for their attributes
respectively. Cases \( C_2 \) and \( C_3 \) are similarly indexed. During the
retrieval process a target case \( T \) is mapped onto the
indexing structure in the same way as cases were indexed.
All cases whose attribute values fall into the same segments
as the target case attribute values are extracted and the de-
gree of intersection (similarity) calculated. This quantifies
how many times each case attribute falls into the same
segment as the targets. The maximum intersection is equal
to the number of attributes. The set of cases with the high-
est intersection similarity score is selected and used to form
a solution. From diagram 1 it can be seen that \( C_2 \) is selected as it has the highest similarity.

Promising results from employing D-HS to both
classification and regression CBR problems inspired
further research into extending and adapting it for T-CBR
problems. DFT was chosen as a dimensionality reduction
 technique, which transformed the temporal attributes into
sets of complex frequency coefficients. The workflow for
indexing and retrieval of cases with 3 temporal attributes is
shown in figure 2.

![Fig. 2. Illustration of the workflow for indexing and re-
trieval of cases with 3 temporal attributes.](image)

Each temporal attribute is indexed by the modified
D-HS indexing structure \( M_{x_1} \), which is shown in figure 3.

![Fig. 3. Illustration of the modified D-HS structure for in-
dexing a temporal attribute.](image)
It is very similar to the D-HS matrix except it has an extra dimension ($\omega$) for indexing complex frequency coefficients for each temporal attribute, generated as a result of DFT. Each frequency coefficient (the columns) consists of two components. The first (column $M^R$) indexes cases based on the real parts of extracted frequency coefficients and the second (column $M^I$) indexes cases based on imaginary parts. Each temporal attribute therefore has both these components. Rows define the number of segments ($\theta$) into which cases are split (as with D-HS usually 10). The mapping of cases into the indexing structure is carried out in the same way as was described for D-HS i.e., sequentially for each temporal attribute. During the retrieval process a temporal query case is mapped onto the indexing structure, and retrieval carried out as before based on the intersection of each individual temporal attribute. Experiments using D-HS$^T$ are presented in the results section, and show promising efficiency and accuracy results in comparison to R-tree.

A detailed analysis of the results showed that some accuracy was being lost by D-HS$^T$ due to poor distribution of values within the frequency coefficients. These distributions often showed that values can sometimes be almost entirely “squeezed” into a single segment. In this situation the process of equal frequency coefficient segmentation does not work. The box-plot in figure 4 highlights this problem where 3 real components of the complex frequency coefficients are shown discretized into 5 segments.
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Fig. 4. Distribution of values for the real component of 3 complex frequency coefficients of a temporal attribute.

Values of the first frequency coefficient are split mostly across segments 2, 3 and 4, with some values in all other segments, whereas values for the second and third frequency coefficients are almost entirely subsumed by segments 2 and 4 respectively. Descertilizing into equal sized segments works well when the distribution of their values is similar to $f_1$. If the distribution is as described by $f_2$ or $f_3$ there is little point in equal discretization. It was seen that often with DFT transformed temporal attributes, the situation as described by $f_2$ and $f_3$ was commonplace and this inspired modifications to D-HS$^T$, namely, D-HS$^{T(E)}$ and D-HS$^{T(E,W)}$, to improve its competency.

The difference between these variations of D-HS$^T$ is in the way they define similarity and in the number of segments used in the matrix. D-HS$^{T(E)}$ (E is entropy) is a modification of D-HS$^T$, where Fayad and Iran's recursive minimum entropy approach with the Minimum Description Length (MDL) stopping criteria is used in a preprocessing step to produce the optimal number of intervals for each attribute. This addresses the attribute value distribution problem. The second modification, D-HS$^{T(E,W)}$ modifies D-HS$^{T(E)}$ to use a weighted intersection procedure.

**D-HS$^{T(E)}$** provides an improvement to the indexing process. In D-HS$^T$ the number of intervals was fixed in advance, however, this approach is inflexible and does not provide optimal interval splitting for the indexing matrix, especially when there is an abnormal distribution of transformed attribute values.

The difference between creating a fixed and optimal number of segments is shown in figure 5. The example in figure 1 was taken as a basis for the following explanation. It is important to note that figure 1 was designed to show the indexing of non temporal cases. For the current example in figure 5 we assumed that DFT was applied to three cases $C_1$, $C_2$, $C_3$ each consisting of one temporal attribute. For simplicity we show only the real component of 3 complex frequency coefficients of this temporal attribute. This example provides a clear illustration of the differences between the indexing and retrieval process for D-HS$^T$ and D-HS$^{T(E)}$.
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Fig. 5. Illustration of the indexing and retrieval processes for D-HS$^{T(E)}$. 
The preprocessing step defines the optimal number of segments for each frequency coefficient individually. For example two segments were defined for the coefficient \( f_1 \), no segments for the coefficient \( f_2 \) and two for \( f_3 \). It can be seen, that segment cut points for coefficient \( f_1 \) and \( f_3 \) are different, according to the different distribution of their values and their relationship with the class attribute. Apart from discretization all other steps are performed as was described for D-HS\(^T\).

**D-HS\(^{TW}\)** was introduced to improve the accuracy of D-HS\(^{TE}\) even further. A weak point of D-HS\(^{TE}\) is the potentially large gap between the target case coefficient values and the coefficient values of cases lying in the same segment. For example, coefficient \( f_2 \) in figure 5 was not split. All cases are therefore taken into consideration during the retrieval process based on this coefficient. However it would be advantageous to determine a specific region wherein the closest cases to the target fall.

D-HS\(^{TW}\) uses the same procedure as D-HS\(^{TE}\) for creating the indexing structure and mapping cases onto it. The only change is in the retrieval phase. When segments for the target case coefficients are defined, an intersection procedure which takes into consideration the distance between the target and case coefficient values in each segment is applied. Let's review an example of weighted intersection shown in figure 6.

![Diagram](image)

**Fig. 6. Illustration of the indexing and retrieval processes for D-HS\(^{TW}\).**

As can be seen indexing is as before with D-HS\(^{TE}\) but during retrieval the weighted intersection, that is the absolute distance between target and case frequency coefficient values, is calculated as the intersection (similarity) criterion. Let's look at the intersection (similarity) score for the case \( C_1 \). As it was not split into the same segment as the target \( T \) for attribute 1, its similarity for this attribute is 0. The distance between \( C_1 \) and \( T \) based on frequency coefficient \( f_2 \) is 0.89 (1 - |0.42 - 0.53| = 0.89) and for coefficient \( f_3 \) 0.82 (1 - |0.74 - 0.56| = 0.82) accordingly. The total similarity for case \( C_1 \) is 1.71. The same calculation is carried out for the other two cases, which have similarities of 2.62 and 1.57 respectively. The case with the highest similarity is selected, in the current example this is \( C_2 \). This modification improves the retrieval accuracy within a segment but does not solve the problem of the target case lying close to the segment border whereby all nearby cases in the adjoining segment are ignored. However, results show, that this is not a major limitation of proposed modification.

**Experimental Technique and Results**

Nine temporal case-bases, the majority of those were obtained from Keogh’s collection [14], were used in the experiments, where 7 (asr, eeg, gunx, income, population, temperature and rgb) of them were real world and 2 (cbf and ec) were synthetic.

In all instances the case-bases were split into training (9/10) and test (1/10) sets. Ten-fold cross validation was carried out and the classification accuracy was noted for each technique along with the associated efficiencies. The significance in competencies for each technique compared to an R-tree was calculated using paired t-tests (significance level 0.05). DFT was chosen as a dimensionality reduction technique. We extracted three frequency coefficients, which were then used in the indexing process.

Three different experiments were carried out, where an R-tree was used as the benchmark against D-HS\(^T\), D-HS\(^{TE}\) and D-HS\(^{TW}\) respectively. Experimental results for D-HS\(^T\) are shown in figure 7.

![Pie chart](image)

**Fig. 7. The distribution of experimental results between D-HS\(^T\), and R-tree.**

Figure 7 shows the percentage split between five result categories: Those that produced “significantly worse”
results than an R-tree, those that were “worse” but not significantly so, those that were “equal” to an R-tree (not significantly different and less than 1%), those that were “better” but not significantly so and those that were “significantly better” than an R-tree.

It can be seen from figure 7 that the split between “significantly worse” and “significantly better” is equal. One case-base rgb showed a “significantly worse” result for D-HS‡ compared to the R-tree with nearly a 16% drop in accuracy. Conversely, D-HS‡ significantly outperformed the R-Tree with asl by nearly 20%. Three case-bases gave better accuracies gunx (2.5%), income (12.8%), and population (18.7%), two case-bases cbf and temperature, showed “equal” results and the other two, cc and ecg, showed “worse” results with a 6.6% and 8.3% drop in accuracy respectively. From this it can be concluded that D-HS‡ provides the same accuracies as R-tree in T-CBR.

Accuracies improved, after the experiments with D-HS(T(E)) were carried out. Results are shown in figure 8.

Fig. 8. The distribution of experimental results between D-HS(T(E)) and R-tree.

Rgb, which had shown a “significantly worse” result with D-HS‡, now provided a “significantly better” result with D-HS(T(E)) (13.7%) As with D-HS‡, asl also provided a significantly better result, but this time by a greater margin than before (33.08%). Those case-bases falling into the “better” category was increased form three to four cc, ecg, gunx and population with improvement percentages of 2.0%, 29.2%, 5.5% and 12.5% respectively. The number of “equal” results dropped to one cbf and the number of “worse” results remained the same with income and temperature (2.1% and 3.3%). Overall in comparison to D-HS‡, no case-bases were significantly worse with D-HS(T(E)) there was 1 extra case-base that was now significantly better and an extra case-base that was better. From this it can be seen that D-HS(T(E)) outperforms R-tree for T-CBR.

The results for the D-HS(T(E)) modification of the D-HS‡ technique are shown in figure 9. In general the results distribution for D-HS(T(E)) remained practically the same as for D-HS(T(E)) apart from one case-base gunx which was moved from category “better” to the category “significantly better” with an accuracy improvement of 11.2%. The rest of the case-bases remained in the same categories as with D-HS(T(E)). Changes only took place in terms of the percentage accuracy figures compared to R-trees. For two of the “significantly better” case-bases asl and rgb the outperforming percentage increased slightly to 36.1 and 16.3. For case-bases cc, ecg and population which showed “better” results, the percentage differences were 2.3%, 20.8% and 12.5%. Cbf continued to show an “equal” result and income and temperature, showed a “worse” result as before with percentage differences of 12.8% and 3.3% respectively. As with D-HS(T(E)), this variation outperforms R-trees and all other D-HS(T) variations.

Fig. 9. The distribution of experimental results between D-HS(T(E)) and R-tree.

These results are all very encouraging but they must be taken within the context of the efficiencies of the algorithms. The average efficiency ratios for the original D-HS‡ and its two modifications compared to an R-Tree are shown in figure 10. A ratio >1 indicates that D-HS‡ more efficient and <1 less efficient than R-tree.

Fig. 10. The summarization of Efficiency Ratios
It is clearly seen from the figure that the efficiency degrades from 1.57 (57% faster than R-Tree) for D-HS to 1.34 for D-HS(TIE) and finally down to 0.83 (17% slower) for D-HS(TIEW). Such degradation in efficiency is caused by an overhead during the indexing process. The extra step taken by D-HS(TIE) for creating the optimal number of intervals is a quite time consuming, due to the large number of calculations required for defining average entropy measure. The further degradation of the efficiency for D-HS(TIEW) was caused by the additional extra calculations during the retrieval phase, where instead of calculating a basic similarity score, the more competent algorithm was applied, which takes distances between target and case attributes within segments into consideration.

Conclusions & Future Work

Three variations of the D-HS technique for indexing and retrieving temporal cases have been proposed and benchmarked with 9 temporal case-bases for accuracy and efficiency against the commonly used R-tree approach. It was seen that although D-HS(TIE) provided the same accuracies as an R-tree (and better efficiencies) there was a limitation with the basic D-HS(TIE) algorithm. This was due to an observed drop in accuracy with some case-bases, due to a poor distribution of temporal attribute values in the frequency domain. Two modification were proposed, D-HS(TIE) and D-HS(TIEW) to address this problem and improve accuracy. Experimental results show that these modifications provided results that were superior in accuracy to R-trees. However the average efficiency ratio, not unexpectedly, showed a slight degradation from 1.57 with D-HS(TIE) to 1.34 with D-HS(TIEW) and 0.83 for D-HS(TIEW) This was due to the extra overheads involved during the indexing and retrieval processes.

From this we can conclude that D-HS(TIE) and its variations provide a very useful mechanism for indexing and retrieving temporal cases. The variation utilized should depend on the aim and objectives of the user. If speed is the primary requirement then the basic D-HS(TIE) should be chosen as it is faster than R-trees, but equally competent. If maximum accuracy is desired then D-HS(TIEW) is the best option. The main focus of the future work is an improving efficiency by introducing a preprocessing step to quickly estimate the optimal interval number from a sample of the data and intelligently predict the most applicable indexing and retrieval approach. It should also be noted that these variation have also been tested on regression case-bases and shown to be equally effective.
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