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Abstract
A primary approach to computer security is the Intrusion Detection System (IDS). Off-line intrusion detection can be accomplished by searching audit trail logs of user activities for matches to patterns of events required for known attacks. Because such search is NP-complete, heuristic methods will need to be employed as databases of events and attacks grow. Genetic Algorithms (GAs) can provide appropriate heuristic search methods. However, balancing the need to detect all possible attacks in an audit trail with the need to avoid warnings of attacks that do not exist is a challenge, given the scalar fitness values required by GAs. A case study of a previously proposed GA-based IDS shows this difficulty with respect to its fitness function and proposes a new method to overcome it. Such analysis can be of benefit to the study of other multi-objective GAs.

Introduction
The need for automated audit trail analysis was outlined a quarter century ago (Anderson 1980) and is still present. This paper presents a case-study of an off-line intrusion detection system (Mé 1998) with fitness function

\[ F(I) = \alpha + \sum_{i=1}^{N_a} W_i \cdot I_i - \beta \cdot T^2 \] (1)

where \( I \) is the hypothesis vector, \( \alpha \) maintains \( F(I) > 0 \) in order to retain diversity in the population (using proportional probability selection), \( N_a \) is the number of known attacks, \( W \) is the weighted vector that reflects the risk of each attack, \( \beta \) provides a slope for the penalty function, and \( T \) is the number of times for which \( (AE \cdot I)_i > OV_i \), where \( AE \) is the attack-event matrix that shows which events are required for each attack, and \( OV \) is the observed vector of events.

Mé (1998) reports good results with GASSATA but our experience has been that the system often generates false positives and negatives (Diaz-Gomez & Hougen 2005).

Analysis of GASSATA’s Fitness Function
A genetic algorithm needs a scalar fitness function to work, and it appears natural that the one originally proposed (Mé 1998)—a combination of objectives into a single function using arithmetic operations—is appropriate. There are, however, problems with this approach. The first is that accurate scalar information must be provided on the range of objectives, to avoid one of them dominating the other. The second is the difficulty in determining the appropriate weights when there is not enough information about them. In this case, any optimal point obtained will be a function of the coefficients used to combine the objectives (Coello 1998).

The term \( \sum_{i=1}^{N_a} W_i \cdot I_i \) guides the solution to have the maximum number of intrusions. However, this is good only until the correct set of intrusions are found. If more intrusions than that are hypothesized, the problem of false positives occurs. Similarly, the term \( \beta \cdot T^2 \) decreases the fitness value but various intrusions can require the same event. When this happens, the counting of overestimates is wrong. See Figure 1.

In [1] we have a first case: A type 5 intrusion was hypothesized, so one is added. This intrusion requires events 6, 7, and 17. For event 6, the hypothesis gives a number of events greater than the number of events that really happened, so one is subtracted. For events 7 and 17 there is no penalty—we observe \( 30 \leq 76 \) and \( 62 \leq 94 \). So, one was added because the attack was hypothesized and one was subtracted because for the 6th entry there were more events hypothesized than really happened.

In [2] we have a second case: Intrusion type 21 was hypothesized which requires events of types 6 again, 17 again, and 23. For event types 17 and 23 there is no penalty because \( (AE \ast I)_{17} \leq OV_{17} \) and \( (AE \ast I)_{23} \leq OV_{23} \), and for event 6, there is no penalty either, because the penalty was already taken into account for intrusion type 5. In this case,
where there should be a penalty, there is no penalty at all.

Table 1 gives the $AE$ matrix, an individual $I$ hypothesized in the last generation, and the counts of overestimates for that individual.

**New Fitness Function Proposal**

The solution proposed has two parts: (1) remove the term $\sum_{i=1}^{N_c} I_i$, and (2) count overestimates as follows: if two intrusions require the same event each resulting in an overestimate of the number of events hypothesized, then count them twice, and so forth. Call this $T'$.

With this in mind, the new fitness function suggested is

$$F(I) = N_c - T'$$  \hspace{1cm} (2)

Now, the better the hypothesized vector $I$, the smaller $T'$ is, and of course, $F(I) \rightarrow N_c$, the maximum. To avoid false negatives, we add a mechanism that takes the union of all newly hypothesized attacks that are consistent with the existing aggregate solution set.

The results found with the new fitness function and mechanism are shown in Table 2. As can be seen, with the new method there are no false positives and the number of false negatives decreases dramatically compared to the results we saw previously (Diaz-Gomez & Hougen 2005). This time 70 runs were performed—10 repetitions each for 7 different cases—and only one time a false negative was present.

**Conclusions & Future Work**

This paper shows some difficulties in providing accurate values to parameters in the fitness function suggested in GASSATA (Mé 1998) and proposes a solution independent of variable parameters making the fitness function to solve this particular problem quite general and independent of the audit trail data. This approach can be generalized to similar multi-objective fitness functions for genetic algorithms. We will compare this approach to other approaches such as replacing proportional probability selection with another selection method, such as tournament selection.
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