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Abstract

This paper investigates a hybridisation of the very large neighbourhood search approach with local search methods to address examination timetabling problems. In this paper, we describe a 2 phase approach. The first phase employs “multi start” to carry out search upon a very large neighbourhood of solutions using graph theoretical algorithms implemented on an improvement graph. The second phase makes further improvements by utilising a local search method. We present experimental results which show that this combined approach compares favourably with other algorithms on the standard benchmark problems.

Introduction: Formalising the Examination Timetabling Problem

Examination timetabling is concerned with an assignment of exams into a limited number of timeslots so that no student is assigned two or more exams at the same time. Overviews of the scientific literature on university timetabling can be seen in, for example, [9,13,22]. The objective, in the problems we tackle, is to try to spread the exams as evenly as possible throughout the schedule. We can represent the examination timetabling problem using a formal model which was adapted from the version presented in [11]. We are given the input for the examination timetabling problem as follows:

- \( N \) is the number of exams
- \( P \) is the given number of available timeslots
- \( M \) is the number of students
- \( C = (c_{ij})_{N \times N} \) is the conflict matrix where each element, denoted by \( c_{ij} \) (\( i,j \in \{1,\ldots,N\} \)), represents the number of students taking exams \( i \) and \( j \).
- \( t_k (1 \leq t_k \leq P) \) specifies the assigned timeslot for exam \( k \) (\( k \in \{1,\ldots,N\} \))

The objective is to minimise the proximity cost which can be formulated as a minimisation of Expression (1):

\[
\sum_{i=1}^{N-1} \sum_{j=i+1}^{M} F (i) \quad (1)
\]

where

\[
F (i) \quad \sum_{j=i+1}^{N} c_{ij} \cdot \text{proximity} (t_i, t_j) \quad (2)
\]

and

\[
\text{proximity} (t_i, t_j) = \begin{cases} \frac{2}{5} |i-t_j| & \text{if } 1 \leq |i-t_j| \leq 5 \\ 0 & \text{otherwise} \end{cases} \quad (3)
\]

subject to

\[
\sum_{i=1}^{N-1} \sum_{j=i+1}^{M} c_{ij} \cdot \lambda (t_i, t_j) = 0
\]

where

\[
\lambda (t_i, t_j) = \begin{cases} 1 & \text{if } t_i = t_j \\ 0 & \text{otherwise} \end{cases} \quad (4)
\]

Equation (2) represents a cost value for an exam \( i \) which is given by the proximity value multiplied by the number of students in conflict. Equation (3) represents that proximity value for two exams with common students [14]. Equation (4) represents the requirement that no student is asked to sit two exams at the same time.

A “Multi-start Two Phase Approach”

The very large neighbourhood search method has produced the best known results on some of the standard international benchmark problems for examination timetabling [1]. Many of the other successful approaches in the literature represent hybridisations that often involve local search. See, for example, [10,21]. These observations led us to explore the hybridisation of the very large
neighbourhood search approach with local search methods and we briefly present the results of this hybridisation in this paper. We propose a multi-start very large neighbourhood search in the first phase. See [3,4,5] for the details of the large neighbourhood search approach and its application to various optimisation problems. The approach in the first phase is restarted several times with a new initial solution in order to diversify the search [19].

```
Set initial solution, Sol, by employing saturation degree heuristic by [8];
Calculate initial cost function f(Sol);
Set best solution, Sol_best ← Sol;
Define not_improving_length;
Set number of iteration, NumOfIte;
Set not_improving_counter ← 0;
Set iteration = 0;
do while (iteration < NumOfIte)
  Set iteration = iteration + 1;
  Evaluate new solution, f(Sol*);
  if (f(Sol*) ≤ f(Sol))
    Sol ← Sol*;
    Sol_best ← Sol*;
    Set not_improving_counter ← 0;
  else
    Execute exponential monte carlo as in [7]:
    δ = f(Sol*) - f(Sol);
    GenerateRandNum, a random number in [0,1];
    if (RandNum < e^δ)
      Sol ← Sol*;
      Set not_improving_counter ← 0;
    else
      Increase not_improving_counter by 1;
      if (not_improving_counter ≤ not_improving_length)
        Sol ← Sol_best;
    iteration++; end do

Phase 1:
  Execute large neighbourhood search to obtain new solution [1];
  Evaluate new solution, f(Sol*);
  if (f(Sol*) ≤ f(Sol*) )
    Sol ← Sol*;
    Sol_best ← Sol*;
  else
    Execute exponential monte carlo as in [7]:
    δ = f(Sol*) - f(Sol);
    GenerateRandNum, a random number in [0,1];
    if (RandNum < e^δ)
      Sol ← Sol*;
      Set not_improving_counter ← 0;
    else
      Increase not_improving_counter by 1;
      if (not_improving_counter ≤ not_improving_length)
        Sol ← Sol_best;
  iteration++; end do

Phase 2: Run great deluge and simulated annealing algorithms, each seeded with Sol_best as an initial solution;
```

Figure 1. The pseudo code for our multi-start algorithm

We can briefly define our model for the first phase approach in a few steps. Firstly, we treat the examination timetabling problem as a variant of a partitioning problem. Secondly, we define our neighbourhood structure through a cyclic exchange operation that yields a very large neighbourhood structure. Next, we proceed to the important part of the large neighbourhood search algorithm which is the construction of the improvement graph. Lastly, we determine the improving moves in the improvement graph. These moves are found heuristically by employing a modified shortest path label-correcting algorithm for the improvement graph which was adapted from a method presented in [2]. The basic idea of this modified shortest path label-correcting algorithm is to find a shortest distance from one exam (as a source exam) to other exams in the improvement graph. The details for the first phase approach can be seen in [1]. The algorithm always accepts a better solution and a worse solution will be accepted with a probability generated from the exponential monte carlo acceptance criteria which is only based on the solution quality [7]. We continue the process until the end of the _do-while_ loop (see Figure 1).

In the second phase, we employ a local search method to make a further improvement to the best solution obtained from the first phase. We consider the great deluge [18] and simulated annealing algorithms [20]. We note that the great deluge approach has produced very good results for examination timetabling [10,11]. It is related to simulated annealing. The pseudo code for our implementation of the great deluge algorithm is presented in Figure 2.

```
Set initial solution as Sol_best taken from large neighbourhood search approach, Sol;
Calculate the initial cost function, f(Sol);
Set best solution, Sol_best ← Sol;
Set estimated quality of final solution, estimatedquality;
Set number of iteration, NumOfIte;
Set initial level: level ← f(Sol);
Set decreasing rate β;
Set iteration ← 0;
Set not_improving_counter ← 0;
do while (iteration < NumOfIte)
  if (RandNum < e^δ)
    GenerateRandNum, a random number in [0,1];
    Select an exam at random and assign to a random feasible timeslot;
    Evaluate new solution, f(Sol*);
    if (f(Sol*) < f(Sol))
      Sol ← Sol*;
      Sol_best ← Sol*;
      not_improving_counter ← 0;
    else
      Increase not_improving_counter by 1;
      if (not_improving_counter ≤ not_improving_length_GDA)
        level = level - β;
      iteration++; end do

Figure 2. The pseudo code for the great deluge algorithm

We define a number of iterations, NumOfIte and an estimated quality of final solution f(estimatedquality). The quality value of a solution, Sol, is represented by f(Sol). A decreasing rate, β is calculated using the following formula (adapted from [11]):

\[
β = (f(Sol) - f(estimatedquality)) / (NumOfIte)
\]

The _level_ is equal to the quality value of the initial solution, f(Sol) at the start and will decrease by the value β. In the _do-while_ loop, a neighbour is defined by randomly
selecting an exam and assigning it to a valid timeslot. The cost function resulting from the new neighbour (move) is calculated using the formula as defined in Expression (1). A worse solution is accepted if the quality of the new solution, f(Sol*) is less than the level. The new solution is updated and the process continues until the number of iterations is greater than NumOfIte or if there is no improvement for a certain number of iterations, referred to as "not_improving_length_GDA" in the pseudo code.

The simulated annealing algorithm applied in this paper is presented in Figure 3.

```
Set initial solution as Sol_best taken from large neighbourhood search approach (Figure 1), Sol;
Calculate the initial cost function, f(Sol);
Set best solution, Sol_best ← Sol;
Set number of iteration, NumOfIte;
Set initial temperature T_{i};
Set final temperature T_{f};
Set decreasing temperature rate as α where α = (log(T_{i}) - log(T_{f}))/NumOfIte;
Set number of iteration, NumOfIte;
do while (T > T_{f})
  Set initial solution as Sol;
  Calculate the initial cost function, f(Sol);
  Set best solution, Sol_best taken from valid timeslot t_{n}, n ∈ [1,..,P] to a
generate new solution called Sol*;
  Calculate f(Sol*);
  if (f(Sol*) < f(Sol))
    Sol ← Sol*;
  else
    Generate a random number called RandomNumber;
    if (RandomNumber ≤ e^{−αT})
      Sol ← Sol*;
    end do;
  T ← T – T_{*};
end do;
```

Figure 3. The pseudo code for the simulated annealing algorithm

We use the same parameters as in [11] where the initial temperature T_{0} is equal to 5000 and the final temperature T_{f} is equal to 0.05. The number of iterations, NumOfIte is set to be 10000000. At every iteration, T is decreased by α where α is defined as:

\[
α = \frac{(\log(T) - \log(0.05))}{\text{NumOfIte}}
\]

In the do-while loop, a neighbour is defined by randomly selecting an exam and assigning it to a valid timeslot. A worse candidate solution is accepted if the randomly generated number, RandomNumber, is less than e^{−αT}. The process continues until the temperature T is less than the final temperature T_{f}.

**Experiments and Results**

Our program was coded in Visual C++ and the experiments were run on a PC with an Athlon 1.2 GHz processor and 256 MB RAM and Windows 2000. Our algorithm was evaluated on the public data sets made available by [14]. We ran the experiments for 500000 and 10000000 iterations using the very large neighbourhood search approach and the great deluge (and simulated annealing) algorithm respectively which takes approximately five hours. Experimental results show that the great deluge outperforms the simulated annealing algorithm. This may be because of unsuitable values of the initial and final temperatures. Also, it may be due to the strength of the boundary penalty used in the great deluge algorithm. Table 1 shows the comparison of our final results compared to other published results in the literature.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
</tr>
</thead>
<tbody>
<tr>
<td>car-f-92</td>
<td>4.1</td>
<td>6.2</td>
<td>5.2</td>
<td>6.0</td>
<td>4.10</td>
<td>4.3</td>
</tr>
<tr>
<td>car-r-91</td>
<td>4.8</td>
<td>7.1</td>
<td>6.2</td>
<td>6.6</td>
<td>4.65</td>
<td>5.1</td>
</tr>
<tr>
<td>car-f-83</td>
<td>36.0</td>
<td>36.4</td>
<td>45.7</td>
<td>29.3</td>
<td>37.05</td>
<td>35.1</td>
</tr>
<tr>
<td>hec-a-93</td>
<td>10.8</td>
<td>10.8</td>
<td>12.4</td>
<td>9.2</td>
<td>11.54</td>
<td>10.6</td>
</tr>
<tr>
<td>kfu-a-93</td>
<td>15.2</td>
<td>14.0</td>
<td>18.0</td>
<td>13.8</td>
<td>13.90</td>
<td>13.5</td>
</tr>
<tr>
<td>lea-f-91</td>
<td>11.9</td>
<td>10.5</td>
<td>13.5</td>
<td>9.6</td>
<td>10.82</td>
<td>10.5</td>
</tr>
<tr>
<td>sta-f-83</td>
<td>159.0</td>
<td>161.5</td>
<td>160.8</td>
<td>158.2</td>
<td>168.73</td>
<td>157.3</td>
</tr>
<tr>
<td>tree-s-92</td>
<td>8.5</td>
<td>9.6</td>
<td>10.0</td>
<td>9.4</td>
<td>8.35</td>
<td>8.4</td>
</tr>
<tr>
<td>uta-s-92</td>
<td>3.6</td>
<td>3.5</td>
<td>4.2</td>
<td>3.5</td>
<td>3.20</td>
<td>3.5</td>
</tr>
<tr>
<td>uta-r-09</td>
<td>26.0</td>
<td>25.8</td>
<td>29.0</td>
<td>24.4</td>
<td>25.83</td>
<td>25.1</td>
</tr>
<tr>
<td>yor-f-83</td>
<td>36.2</td>
<td>41.7</td>
<td>41.0</td>
<td>36.2</td>
<td>37.28</td>
<td>37.4</td>
</tr>
<tr>
<td>car-f-83</td>
<td>4.4</td>
<td>4.2</td>
<td>4.4</td>
<td>3.93</td>
<td>4.84</td>
<td>4.56</td>
</tr>
<tr>
<td>car-r-91</td>
<td>5.4</td>
<td>4.8</td>
<td>5.2</td>
<td>4.53</td>
<td>5.41</td>
<td>5.29</td>
</tr>
<tr>
<td>car-f-83</td>
<td>34.8</td>
<td>35.4</td>
<td>34.9</td>
<td>33.71</td>
<td>38.19</td>
<td>37.02</td>
</tr>
<tr>
<td>hec-a-93</td>
<td>10.8</td>
<td>10.8</td>
<td>10.3</td>
<td>10.83</td>
<td>12.72</td>
<td>11.78</td>
</tr>
<tr>
<td>kfu-a-93</td>
<td>14.1</td>
<td>13.7</td>
<td>13.5</td>
<td>13.82</td>
<td>15.76</td>
<td>15.81</td>
</tr>
<tr>
<td>lea-f-91</td>
<td>14.7</td>
<td>10.4</td>
<td>10.2</td>
<td>10.35</td>
<td>13.15</td>
<td>12.09</td>
</tr>
<tr>
<td>sta-f-83</td>
<td>134.9</td>
<td>159.1</td>
<td>159.2</td>
<td>151.52</td>
<td>141.08</td>
<td>160.42</td>
</tr>
<tr>
<td>tree-s-92</td>
<td>8.7</td>
<td>8.3</td>
<td>8.4</td>
<td>7.92</td>
<td>8.85</td>
<td>8.67</td>
</tr>
<tr>
<td>uta-s-92</td>
<td>-</td>
<td>3.4</td>
<td>3.6</td>
<td>3.14</td>
<td>3.54</td>
<td>3.57</td>
</tr>
<tr>
<td>uta-r-09</td>
<td>25.4</td>
<td>25.7</td>
<td>26.0</td>
<td>25.39</td>
<td>32.01</td>
<td>27.78</td>
</tr>
<tr>
<td>yor-f-83</td>
<td>37.5</td>
<td>36.7</td>
<td>36.2</td>
<td>36.35</td>
<td>40.13</td>
<td>40.66</td>
</tr>
</tbody>
</table>

Legend:

The best results are presented in bold. Following a personal communication with Jonathan Thompson [16], it appears that the result on the sta-f-83 problem was achieved on a slightly different (and slightly smaller) version of the problem than the standard one. As such, the best result on the standard problem is that provided by M11. It is interesting to compare our results with the method of [1]. The reason why the technique in [1] outperforms our method even though we employed the same very large neighbourhood search approach is, we believe, because we limit the size of the improvement graph and this may limit the search towards a certain
region of the search space. However, it reduces the time taken when compared to the method of [1] and is still able to obtain better results than it on three out of the eleven datasets (there are also ties on three datasets). On the whole, our hybridisation algorithm works reasonably well across all problem instances and it does not perform worst in any of the comparisons.

Conclusions and Future Work

In this paper, we employed a multi start technique which hybridised the very large neighbourhood search approach with local search methods. We also employed a diversification strategy, by restarting the search process in order to find a better solution. Even though the experiments carried out in this work demonstrate that the method presented here only obtains one best result (and that represents a tie with two other methods), they show that the combination of the very large neighbourhood search methodology with local search can produce a feasible and good quality timetable and is also able to reduce the time taken to obtain a good solution compared to the time spent by our previous method from [1]. Moreover, it provides results that are consistently good across the all benchmark problems.
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