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Abstract
Strong Cyclic Planning aims at generating iterative plans that only allow loops so far as there is a chance to reach the goal. The problem is already significantly complex for fully observable domains; when considering partially observable domains, even providing a formal definition is far from straightforward. In this work, we provide a formal definition of Strong Cyclic Planning under Partial Observability, which makes clear how several degrees of solution are possible and equally interesting, depending on the admissible delay between achieving the goal and detecting that it has been achieved.

Introduction
Planning is nondeterministic domains has received very strong attention in the last few years, for its ability to relax some of the basic assumptions underlying classical planning (Kabanar, Barbeau, & St-Denis 1997; Weld, Anderson, & Smith 1998; Bertoli et al. 2001; Rintanen 1999; Bonet & Geffner 2000; Jensen, Veloso, & Bowling 2001; Cimatti et al. 2003). Dealing with nondeterminism is very challenging for a number of reasons: for instance, due to the uncertain initial conditions and to nondeterministic action effects, a plan is associated with multiple runs.

In strong planning, a solution must guarantee that the goal is achieved in a finite number of steps for all runs associated with a plan. Often, however, strong plans may not exist. It is therefore reasonable to tackle the problem of finding a strong cyclic solution, i.e. a conditional plan that either achieves the goal in a finite number of steps, or goes through a possibly infinite but good loop, where we still have the possibility of reaching the goal. Trial-and-error strategies of this form are necessary in many domains, where e.g. the interference from uncontrollable agents make an iterative behavior necessary.

The problem of strong cyclic planning has been first addressed in (Cimatti, Roveri, & Traverso 1998), under the hypothesis of full observability, and later on also tackled by (Kuter et al. 2005; Cimatti et al. 2003; Jensen, Veloso, & Bowling 2001). This paper is a preliminary step towards Strong Cyclic Planning under Partial Observability. In particular, we provide a precise characterization of the problem of strong cyclic planning under partial observability. This turns out not to be straightforward, since different interpretations are possible, and equally interesting. In particular, partial observability results in uncertainty at execution time, which may prevent or delay the detection of goal achievement. We distinguish different degrees of solutions where a plan can (i) achieve the goal and detect achievement at the same time, (ii) achieve the goal and detect achievement after some delay, and (iii) achieve the goal without ever detecting achievement.

Planning in Nondeterministic Domains
In our framework, a planning domain is a generic transition system, possibly with its own dynamics (e.g. a power plant or an aircraft). A planning domain is defined in terms of its states, of the actions it accepts, and of the possible observations that the domain can exhibit. Some of the states are marked as initial states for the domain. A transition function describes how (the execution of) an action leads from one state to possibly many different states. Finally, an observation function defines what observations are associated to each state of the domain.

Definition 1 (planning domain) A nondeterministic planning domain with partial observability is a tuple $D = (S, A, O, I, T, X)$, where:

- $S$ is the set of states.
- $A$ is the set of actions.
- $O$ is the set of observations.
- $I \subseteq S$ is the set of initial states; we require $I \neq \emptyset$.
- $T : S \times A \rightarrow 2^S$ is the transition function; it associates to each current state $s \in S$ and to each action $a \in A$ the set $T(s, a) \subseteq S$ of next states.
- $X : S \rightarrow 2^O$ is the observation function; it associates to each state $s$ the set of possible observations $X(s) \subseteq O$.

We say that action $a$ is executable in state $s$ if $T(s, a) \neq \emptyset$. We require that in each state $s \in S$ there is some executable action, and that some observation is associated to each state $s \in S$ (i.e., $X(s) \neq \emptyset$).

If $Q \subseteq S$, we write $X(Q)$ for $\{o \in O \mid \exists s \in Q, o \in X(s)\}$, and $X^{-1}(o)$ for $\{s \in S \mid o \in X(s)\}$. This model of observation is very general: for instance, it allows modeling noisy sensing, by associating more than one observation to a given state.
Example 2 Consider the domain composed of floors from 0 to $F$, and rooms from 0 to $R = 2 \times F$ (depicted in Figure 1 for $F = 4$). At the ground floor, composed of a single room, the robot can MoveUp with an elevator, which lands unpredictably at any floor. Then it can only MoveLeft, until it gets at room $R$, where it can MoveDown back to ground floor. All the rooms are indistinguishable, except for the middle room $M$ of each floor (with $M = \lceil R/2 \rceil$), where a tag displays the current floor. The states of the domain are the pairs of the form $(f, r)$, where $f \in \{0, \ldots, F\}$ is the floor and $r \in \{0 \ldots R\}$ is the room of the robot, and $(0, M)$ denotes the only location of the ground floor. The set of observations is $\{0, 1, \ldots, F, \bullet\}$. The observation function is defined as follows: $X((f, r)) = f$ iff $r = M$ (i.e., when in the room with the tag, the floor is perceived), and $X((f, r)) = \bullet$ in the other locations (i.e. $\bullet$ represents the absence of information).

We are interested in complex plans that may encode sequential, conditional and iterative behaviors. We model them as finite state machines, as follows.

Definition 3 (plan) A plan for planning domain $D = \langle S, A, O, I, T, X \rangle$ is a tuple $\Pi = \langle C, c_0, \alpha \rangle$, where:

- $C$ is the set of plan contexts.
- $c_0 \in C$ is the initial context.
- $\alpha : C \times O \to 2^{A \times C}$ is the action relation; it associates to a plan context $c$ and an observation $o$ a set of pairs $(a, c')$, where $a$ is an action that can be executed and $c'$ is a new plan context.

The context is the internal state of the plan. Actions to be executed depend on the context, and on the observation. Once an action is executed, the context is updated depending on the observation and on the action that has been carried out. Plans implement nondeterministic behaviors, i.e. different actions and new contexts may be taken (at different times during execution) when the plan is in the same context and receives the same observation. We call a plan deterministic when $\alpha(c, o)$ contains at most one pair $(a, c')$ for a given action $a$. The execution of a plan terminates when a context $c$ is reached and an observation $o$ is done for which $\alpha(c, o)$ is empty.

Example 4 With the plan $\Pi_{\text{ONE}}^{(\cdot, M + f)}$, the robot takes the elevator, moves to the middle room where it looks at the floor tag, and stops after $f$ steps, where $f$ is the number displayed on the tag. The plan has $R + 1$ contexts, of which $S_{\text{Init}}$ is initial and $T_0$ is final; $\alpha$ is defined as follows:

$$
\begin{array}{|c|c|c|c|}
\hline
C & o & a & c' \\
\hline
S_{\text{Init}} & 0 & \text{MoveUp} & S_0 \\
S_i & \bullet & \text{MoveLeft} & S_{i+1} \\
S_M & f & \text{MoveLeft} & T_{i-1} \\
T_i & \bullet & \text{MoveLeft} & T_{i-1} \\
\hline
\end{array}
$$

In plan $\Pi_{\text{ONE}}^{(\cdot, M + f)}$, initiating at context $S_{\text{Init}}$ and terminating at context $S_M$, the robot proceeds to traverse the first $M$ rooms, and then stops.

$$
\begin{array}{|c|c|c|c|}
\hline
C & o & a & c' \\
\hline
S_{\text{Init}} & 0 & \text{MoveUp} & S_0 \\
S_i & \bullet & \text{MoveLeft} & S_{i+1} \\
\hline
\end{array}
$$

In the plan $\Pi_{\text{CYCLE}}^{(2 \cdot M + 2)}$, the robot iterates until it sees the floor 2 tag, then proceeds for two steps, and then stops at context $T_0$, $\alpha$ for $\Pi_{\text{CYCLE}}^{(2 \cdot M + 2)}$ is defined as follows:

$$
\begin{array}{|c|c|c|c|}
\hline
C & o & a & c' \\
\hline
S_{\text{Init}} & \bullet & \text{MoveUp} & S_0 \\
S_i & \bullet & \text{MoveLeft} & S_{i+1} \\
S_M & f = 2 & \text{MoveLeft} & T_1 \\
S_M & f \neq 2 & \text{MoveLeft} & S_{M+1} \\
S_R & \bullet & \text{MoveDown} & S_{\text{Init}} \\
T_i & \bullet & \text{MoveLeft} & T_0 \\
\hline
\end{array}
$$

In a similar way, it is possible to define a plan $\Pi_{\text{CYCLE}}^{(2 \cdot M - 2)}$, where the robot iterates until it detects it is in floor 2, and in that case it stops, and a plan $\Pi_{\text{CYCLE}}$ such that the robot simply loops forever in the domain.

**Defining Strong Cyclic Planning**

We are interested in finding plans that achieve the goal despite uncertainty in the initial condition and nondeterministic action effects. The notion of strong planning defined in (Cimatti et al. 2003) requires that the condition is achieved in a finite number of steps. Unfortunately, in many situations this requirement may be too strong. Therefore, we are willing to accept iterative plans, which implement trial-and-error courses of actions, and might result in possibly infinite behaviors. With strong cyclic planning, we require that any loop still has a chance to reach the goal, and we avoid bad loops, from which the goal will be unreachable.

In the fully observable case, after the execution of an action, we are always able to decide if the goal has been reached; therefore, strong cyclic planning only has to fit short
against nondeterminism (Cimatti et al. 2003). In the partially observable case, we face the additional difficulty that it may be impossible to detect whether the goal has been reached.

In order to illustrate this point, we start by considering some problems in our example domain that can be solved by strong planning. If our goal is to reach and detect that the robot is at \( f \cdot R \cdot f \), plan \( \Pi_{\text{One}}(f, M + f) \) is a solution: the uncertainty about the position of the robot after the ride in the elevator disappears after looking at the sensors, so that at the end of every possible plan execution, we are sure that the desired condition is achieved. Consider now the goal of reaching one of the locations \( f \cdot f \). With the plan \( \Pi_{\text{One}}(f, f) \), the robot will traverse the required state. However, the plan does not stop the robot in one of the required positions – in fact, this goal would be unsolvable. Thus, at the end of the plan execution, all we can guarantee is that “the goal has been achieved sometimes during the execution”. This example highlights the fundamental difference between a plan that only achieves a certain goal condition, and a plan that, in addition, guarantees that the executor will know when the goal is achieved (and will stop accordingly).

The first interpretation is the standard one used in strong planning under partial observability: a solution plan is associated with final belief states that are entirely contained in the goal. The second interpretation is new: a solution plan guarantees that, for each of the states in any final belief states, a goal state was previously visited. Accordingly, we distinguish between goal achievement with immediate detection, and goal achievement with delayed detection. Obviously, the requirement of immediate achievement detection is harder to satisfy.

Let us now turn to the general case of strong cyclic planning. Consider the goal \( 2 \cdot R \cdot 2 \). It is easy to see that it admits no strong solution in either interpretation. However, if we admit the possibility of infinite executions, the problem of goal achievement with immediate detection is solvable, and plan \( \Pi_{\text{Cyc}}^{2, 2} \) is a strong cyclic solution. Either the goal is reached (and immediately detected), or the system loops through states with a possibility of reaching the goal, going back to ground floor and restarting, hoping that the elevator stops at floor 2. The goal \( 2 \cdot R \cdot 2 \) is unsolvable under the immediate detection hypothesis: in fact, even if the robot is at the right floor (i.e. floor 2), it has to leave the goal location in order to read the floor tag situated in room 4 in order to be sure that the goal location has been traversed in its past history. The problem therefore admits a strong cyclic solution with delayed achievement detection – one example is the plan \( \Pi_{\text{Cyc}}^{2, M - 2} \).

Consider now a variation of the domain, where sensors are not precise and associate the same information to adjacent floors. Then, due to the robot being unable to localize its floor, it is not possible to achieve the goal \( 2 \cdot R \cdot 2 \) and detect it (immediately or later). However a cyclic solution exists if goal detection is given up completely, by looping in the domain with plan \( \Pi_{\text{Cyc}}^{2} \).

In the rest of this section, we formalize the notions outlined above. We describe the execution of a plan over a domain, in terms of transitions between configurations that describe the state of the domain and of the plan.

**Definition 5 (configuration)** A configuration for domain \( D = \langle S, A, O, I, T, X \rangle \) and plan \( \Pi = \langle C, c_0, \alpha \rangle \) is a tuple \((s, o, c)\) such that:

- \( s \in S \),
- \( o \in X(s) \),
- \( c \in C \).

Configuration \((s, o, c)\) may evolve into configuration \((s, o', c')\), written \((s, o, c) \rightarrow (s', o', c')\), if there is some action \( a \) such that:

- \((a, c') \in \alpha(c, o)\),
- \(s' \in T(s, a)\),
- \(o' \in X(s')\).

Configuration \((s, o, c)\) is initial if \( s \in I \) and \( c = c_0 \). The reachable configurations for domain \( D \), plan \( \Pi \), and goal \( G \), are defined by the following inductive rules:

- if \((s, o, c)\) is initial, then it is reachable;
- if \((s, o, c)\) is reachable and \((s, o, c) \rightarrow (s', o', c')\), then \((s', o', c')\) is also reachable.

Configuration \((s, o, c)\) is terminal iff it is reachable and \( \alpha(c, o) = \emptyset \).
Intuitively, a configuration is a snapshot of the domain controlled by plan execution. Observations are included in configurations in order to take into account that more than one observation may correspond to the same state.

**Definition 6 (path)** A finite [infinite] path \( P \) is a finite [infinite] sequence of configurations \( \gamma_0, \gamma_1, \ldots \) such that \( \gamma_0 \) is initial and \( \gamma_i \rightarrow \gamma_{i+1} \) for all \( i \). Prefixes of a path and path extensions are defined in the usual way.

We say that path \( P \) contains a state \( s \) iff there exists a configuration \( \gamma_i = (s_i, o_i, c_i) \in P \) s.t. \( s_i = s \).

We denote with \( \text{PATHS}(D, \Pi) \) the set of that paths for \( D \) and \( \Pi \) that either are infinite or end with a terminal configuration.

Different paths may be observationally equivalent, i.e. undistinguishable for an external observer:

**Definition 7 (equivalent paths)** Two paths \( P = (s_0, o_0, c_0), (s_1, o_1, c_1), \ldots \) and \( P' = (s'_0, o'_0, c'_0), (s'_1, o'_1, c'_1), \ldots \) are said to be equivalent, denoted with \( P \equiv P' \), iff for every \( i, o_i = o'_i \).

We are interested in plans that guarantee the applicability of actions to be executed for each reachable configuration.

**Definition 8 (applicable plan)** Plan \( \Pi \) is applicable on domain \( D \) iff for each reachable configuration \( (s, o, c) \), if \((a, c') \in \alpha(c, o)\), then \( T(s, a) \neq \emptyset \).

We are now ready to formally characterize strong and strong cyclic solutions under partial observability:

**Definition 9 (strong and strong cyclic solution)** Let plan \( \Pi \) be applicable in domain \( D \). \( \Pi \) is a strong solution to \( G \) for

- achievement with immediate detection (SID) iff \( \text{PATHS}(D, \Pi) \) contains only finite paths, and \( s \in G \) holds for each terminal configuration \((s, o, c)\);
- achievement with delayed detection (SDD) iff \( \text{PATHS}(D, \Pi) \) contains only finite paths, and each (finite) path in \( \text{PATHS}(D, \Pi) \) contains some state \( s \in G \).

\( \Pi \) is a strong cyclic solution to \( G \) for

- achievement with immediate detection (SCID) iff \( s \in G \) holds for each terminal configuration \((s, o, c)\), and each prefix of an infinite path in \( \text{PATHS}(D, \Pi) \) is observationally equivalent to some prefix of a finite path in \( \text{PATHS}(D, \Pi) \);
- achievement with delayed detection (SCDD) iff each finite path in \( \text{PATHS}(D, \Pi) \) contains some state \( s \in G \), and each prefix of an infinite path in \( \text{PATHS}(D, \Pi) \) is observationally equivalent to some prefix of a finite path in \( \text{PATHS}(D, \Pi) \);
- achievement without detection (SCND) iff each (finite and infinite) path in \( \text{PATHS}(D, \Pi) \) contains some state \( s \in G \).

In the acyclic case, the existence of a solution implies that of a solution with delayed detection: when the execution terminates (which always occurs in a finite number of steps) we are guaranteed that a state in \( G \) has been encountered.

Also notice that ScND could be defined differently, by requiring that each prefix of an infinite path is equivalent to a prefix of a finite path containing a goal state. However this would make it impossible to monitor the satisfaction of the goal at runtime - something granted by each execution in the current definition, and, for what concerns ScDD and ScID, correspondent to plan termination. Thus we prefer to provide the current definition, where every infinite execution is known to satisfy the goal.

**Conclusions and Future Work**

In this paper we argue that defining the problem of strong cyclic planning under partial observability is not straightforward, and we identify several different (but equally interesting) definitions of the problem. In fact, only (Iocchi, Nardi, & Rosati 2004) tackles strong cyclic planning in the context of partial observability, but it provides just an informal statement of the problem which completely overlooks the issue of goal detection. Of course, the issue of (effectively) identifying the solutions for the given problems is open, and our next step will consist in defining planning algorithms to this purpose, and evaluating their performance. Symbolic techniques such as those used in (Cimatti et al. 2003) seem promising candidates in this respect.
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