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Abstract

This paper treats the problem of managing personal tasks, through an adaptation of the Squeaky Wheel Optimization (SWO) framework, enhanced with powerful heuristics and full constraint propagation. The problem involves preemptive and non-preemptive tasks, with extra constraints imposed on the sizes of and the distances between the parts of each preemptive task. Travelling times are imposed by the alternative localization possibilities of each task. Ordering constraints are imposed by the producer-consumer relations between tasks. The user may have preferences regarding scheduling options of single tasks or pairs of tasks. Higher degree time constraints and preferences are supported as well. SWO allows for fast scheduling and rescheduling. Several heuristics are proposed to estimate the difficulty to schedule each task and to compensate with the degree of the user’s satisfaction. Experimental results show that this approach is remarkably effective and efficient.

Introduction

Modern electronic organizers, such as MS-Outlook 2007, Google Calendar and Yahoo Calendar, do not provide for automatic scheduling of users’ tasks. Users have to manually place their tasks into the calendar, as well as to arrange meetings with others. These applications provide various functionalities to assist the user to put her tasks into the calendar, detect conflicts, merge calendars, assign tasks to other users, arrange meetings, share and publish her calendar. The need for intelligent assistance to schedule a user's tasks has already been identified (Refaanidis, McCluskey and Dimopoulos, 2004). It is a general impression that most of the effort in developing new editions of office applications is towards personal time management simplification. However, current status still remains behind automatic scheduling abilities (not to speak about planning) being incorporated into these programs.

We consider managing personal tasks as a variation of disjunctive preemptive scheduling (Le Pape and Baptiste, 1996) with setup times. First of all, no two tasks can overlap in time. Some tasks, such as writing a paper, may be interruptible, with special constraints imposed on the way they can split; other tasks, such as giving a lecture, are not. Each task is characterized by a set of location references, i.e. alternative places where the user should be in order to perform the task; additional time (setup time) is required to travel between these locations. Various forms of constraints between tasks, including ordering and proximity constraints are allowed. Similarly, various types of preferences, e.g. unary preferences regarding the various time-windows to schedule a task or binary preferences regarding the relative positions of pairs of tasks can be defined.

This paper treats the problem of scheduling in time and space tasks with arbitrary time constraints and preferences using an adaptation of the incomplete heuristic search framework Squeaky Wheel Optimization (Joslin and Clements, 1999). We propose general and adaptable heuristics for scheduling the tasks, with the ability to trade-off between efficiency, i.e. the ability to find a schedule quickly, and effectiveness, i.e. the quality of the found schedule (if any) wrt user preferences. Moreover, we propose an incremental scheduling schema, which preserves existing schedule as far as possible, when new tasks arrive or the current schedule becomes invalid for external reasons. The overall approach is tested experimentally through a large set of artificially created problem instances and is shown to be remarkably efficient and effective. In this paper we do not treat the underlying planning problem, we do not consider scheduling with resources and we do not cope with the problem of arranging meetings.

The rest of the paper is structured as follows: The next section formally defines the problem. Then we outline the SWO algorithm. The next two sections treat the problem of scheduling with arbitrary constraints, without and with time preferences respectively. Next we modify SWO to support incremental scheduling, present empirical results and, finally, conclude the paper and pose future directions.

Problem formulation

Time is considered discrete. Indeed, most electronic organizers use a minimum time slot, usually 30 mins. So, time is considered a non-negative integer, with zero denoting the current time. We have a set \( T \) of \( N \) tasks, \( T = \{ T_1, T_2, \ldots, T_N \} \). Each task \( T_i \in T \) is characterized by several attributes, as described in the following paragraphs.
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Each task has duration, denoted with $d_{\text{ur}}$. All tasks are considered interruptible, i.e. they can split into parts that can be scheduled separately. With the decision variable $p_i$, we denote the number of intervals in which the $i$-th task has been split, where $p_i \geq 1$. With $T_{ij}$ we denote the $j$-th part of the $i$-th task, $1 \leq i \leq P$.

For each $T_{ij}$ we introduce the decision variables $t_{ij}$ and $d_{ur_{ij}}$, denoting the start time and the duration of this part respectively. The sum of the durations of all parts of a task must equal its total duration (C1).

For each task $T_i$, the maximum and minimum allowed duration for its parts, $s_{\text{ma}}$ and $s_{\text{mi}}$ (C2), as well as the minimum allowed temporal distance between every pair of its parts, $d_{\text{mi}}$ (C3), are given. Depending on the values of $s_{\text{ma}}$ and $s_{\text{mi}}$, and the overall duration of the task $d_{\text{ur}_i}$, implicit constraints are imposed on $p_i$. For example, if $s_{\text{mi}} > d_{\text{ur}}/2$, then $p_i = 1$, so task $T_i$ is non-interruptible.

Each task $i$ has its given domain $D_i$, consisting of a set of intervals within which all of its parts have to be scheduled (we do not consider tasks with infinite horizon of execution): $D_i = [a_{i1}, b_{i1}] \cup [a_{i2}, b_{i2}] \cup \ldots \cup [a_{ip_i}, b_{ip_i}]$, where $F_i$ is the number of intervals of $D_i$ (C4). Obviously, $a_{i0} + s_{\text{mi}} \leq b_{ip_i}$ as well as $b_{ip_i} - a_{i0} + 1$ must hold for each $1 \leq i \leq N, 1 \leq j \leq F_i$.

We are given a set of $M$ locations, $\text{Loc} = \{L_1, L_2, \ldots, L_M\}$ and a two dimensional matrix $\text{Dist}$ (not necessarily symmetric) with their temporal distances (non-negative integers). Each task $T_i$ has its own spatial references, $\text{Loc}_{i} \subseteq \text{Loc}$, denoting alternative places where the user should be in order to execute each part of the task (the user has not to execute all the parts of a task in the same location). With the decision variable $l_{ij} \in \text{Loc}_i$ we denote the particular position where $T_{ij}$ will be executed (C5, C6).

For any subset of tasks $S \subseteq T$, a constraint $c$ over these tasks may be defined, thus determining the valid ways to schedule the tasks of the set. Constraints refer only to time, not to location references; however the role of the locations in deciding when to schedule a task is important, since the decision to schedule a task at a specific location may affect the domain of other tasks. Each constraint $c$ is defined by one procedure and one function:

- $\text{propagate}(S)$: Given a set of partially instantiated tasks $S$, $\text{propagate}(S)$ applies the constraint $c(S)$ on the domains of these tasks.
- $\text{eval}(S)$: Given a set of partially instantiated tasks $S$, $\text{eval}(S)$ returns $\perp$ if this partial assignment violates the constraint $c(S)$, otherwise it returns $\top$ (C7).

A typical example is the ordering constraint, denoted with $(T_i, T_j)$, meaning that no part of the $j$-th task can start its execution until all parts of the $i$-th task have finished their execution. In this case, $\text{propagate}(T_i, T_j)$ applies bounds consistency (Van Hentenryck et al., 1998) to the domains of $T_i$ and $T_j$, whereas $\text{eval}(T_i, T_j)$ checks whether the current partial assignment satisfies the constraint. Higher order constraints can be defined in a similar way.

Finally, time preferences over sets of tasks are also allowed. A preference $v$ over a set of tasks $S$ is defined as a function $v : \prod_{S \subseteq T, \rightarrow R}$, i.e. function $v$ maps each combination of the domains of the tasks of $S$ in a real number. For example, a unary preference could evaluate the possible time-windows when a task could be scheduled, whereas a binary preference could evaluate the relative positions in time of two tasks.

So, after these definitions, the problem of managing personal tasks can be formulated as follows:

Given a set of tasks $T$ with their attributes, a set of constraints $C$ and a set of preferences $V$, find appropriate values for the decision variables $p_i, t_{ij}, d_{ur_{ij}}$, such as to maximize the expression:

$$\sum_{i,j \in E} v_i(S_i)$$

subject to the following constraints:

C1: $\forall i, 1 \leq i \leq N : \sum_{j=1}^{p_i} d_{ur_{ij}} = d_{ur_i}$.

C2: $\forall i, j, 1 \leq i \leq N, 1 \leq j \leq p_i : s_{\text{mi}} \leq d_{ur_{ij}} \leq s_{\text{ma}}$.

C3: $\forall i, j, k, 1 \leq i \leq N, 1 \leq j, k \leq p_i : j \neq k \Rightarrow t_{ij} + d_{ur_{ij}} + d_{\text{mi}} \leq t_{ik} + d_{ur_{ik}} + d_{\text{mi}}$.

C4: $\forall i, j, 1 \leq i \leq N, 1 \leq j \leq p_i, 3k, 1 \leq k \leq p_i : a_{i0} \leq b_{ij} - b_{ik} - d_{ur_{ij}}$.

C5: $\forall i, j, 1 \leq i \leq N, 1 \leq j \leq p_i : l_{ij} \in \text{Loc}_i$.

C6: $\forall i, j, m, n, 1 \leq i \leq N, 1 \leq j \leq p_i, 1 \leq m, n \leq N, i \neq m, j \neq n \Rightarrow t_{ij} + d_{\text{mi}} + \text{Dist}(l_{ij}, l_{im}) \leq t_{im} + d_{\text{mi}} + \text{Dist}(l_{im}, l_{ij})$.

C7: $\forall c(S) \in C, \text{eval}(S) = \top$.

\textbf{Squeaky Wheel Optimization}

Squeaky Wheel Optimization (SWO) is a general optimization framework that can be adapted to several constraint satisfaction problems. The core of SWO is a Construct/Analyze/Prioritize cycle, as shown in Figure 1(a). Constraint variables are ordered in a priority queue in decreasing order of an initial estimate of the difficulty to assign a value to each one of them. A solution is constructed by a greedy algorithm, taking decisions in the order determined by the priority queue. This solution is then analyzed to find those constraint variables that were the “trouble makers”. The priorities of the “trouble makers” are increased, causing the greedy constructor to deal with them sooner in the next iteration. This cycle repeats until a termination condition occurs.
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(a) The Construct/Analyze/Prioritize cycle. (b) Coupled search spaces.
SWO is a fast but incomplete (in the general case) search procedure. As shown in Figure 1(b), SWO searches in two coupled spaces: The priority space and the solution space. The greedy construction algorithm defines a function $g$ from the priority queues to the solutions, i.e. for each ordering $p$ of the tasks a schedule $g(p)$ is defined. However, function $g$ may be neither surjective nor injective; so, many feasible solutions may not correspond to any ordering of the tasks in the queue.

**Managing Personal Tasks without Preferences**

This section presents our adaptation of SWO to the personal time management problem, with arbitrary constraints but without preferences. We present the initialization of the priority queue, the greedy construction algorithm and finally the queue reordering strategy.

**Initialization of the Priority Queue**

We employed a simple priority queue, with the priority of each task simply being its position in the queue. The priority queue is initialized by taking into account the difficulty to schedule each task by its own. We defined two heuristic metrics to measure this difficulty. The first one takes into account the net size of the domain of each task.

**Definition 1 (net size):** The net size $net(D)$ of a domain $D$ consisting of a set of intervals is defined as the sum of the widths of these intervals.

For example, for a task $T_i$ having domain $D_i = [0,12] \cup [20,35]$, we have $net(D_i) = (12-0) + (35-20) = 27$.

**Definition 2 (metric $m_1$):** Metric $m_1$ of a task $T_i$ is defined as the ratio between the total duration of the task and the net size of its domain, i.e.:

$$m_1(T_i) = \frac{dur(T_i)}{net(D_i)}$$

Suppose that task $T_i$ has duration $dur(T_i) = 15$, then $m_1(T_i) = 15/27 = 0.55$. Note that intervals whose widths are smaller than $smin$ are removed from $D_i$. Metric $m_2$ takes into account the minimum distance $dist_i$ between any two parts of each interruptible task $T_i$.

**Definition 3 (makespan of a task):** We define as makespan($T_i$) of a task $T_i$ the distance between the start time of the earliest scheduled part of the task and the end time of the latest scheduled part of the task, i.e.:

$$makespan(T_i) = \max(t_{i_1} + dur_{i_1}) - \min(t_{i_k})$$

**Definition 4 (width of a domain):** The width $width(D_i)$ of a domain $D_i$ is defined as the distance between the left end of the leftmost interval and the right end of the rightmost interval, i.e.:

$$width(D_i) = \max(B_{i_{\text{left}}} - min(A_{i_{\text{left}}}))$$

In the running example we have $width(D_i) = 35-0 = 35$.

**Definition 5 (metric $m_2$):** Metric $m_2$ of a task $T_i$ is defined as the ratio between the minimum possible makespan of the task and the width of its domain, i.e.:

$$m_2(T_i) = \frac{\min(makespan(T_i))}{width(D_i)}$$

For the task of the running example, suppose that $smax = 6$, $smin = 3$ and $dmin = 4$. Since $smax < dur$, this task has to be executed in parts. The minimum number of parts is $min\_parts = \lceil \frac{dur}{smax} \rceil = 3$. This implies that $dmin$ will appear at least two times within the makespan of $T_i$, so a lower bound for the makespan of $T_i$ can be computed as $15 + 2 \cdot 4 = 23$. So, $m_2(T_i) = 23/35 \approx 0.657$.

**Definition 6 (difficulty of a task):** The difficulty of a task $T_i$ is defined as the maximum between $m_1$ and $m_2$, i.e.:

$$diff(T_i) = \max(m_1(T_i), m_2(T_i))$$

In our example, $diff(T_i) = \max(0.55, 0.657) = 0.657$.

Non-interruptible tasks are evaluated only by $m_1$, since for these tasks $m_1 \geq m_2$ always hold. Note also that both metrics are admissible, so in case any one of them has a value greater than 1, the task cannot be scheduled.

To conclude, the priority queue is initialized as follows:

**Initialization of the priority queue**

1. Apply full constraint propagation for all constraints.
2. Compute the difficulties of all tasks.
3. Place the tasks in the priority queue in decreasing order of their difficulty.

**Greedy construction algorithm**

Tasks are scheduled one after the other in specific start times, in the order imposed by the priority queue. To simplify our presentation, we suppose that the order of the tasks in the priority queue coincides with their numbering, i.e. task $T_i$ is in the $i$-th position of the priority queue. Now suppose that tasks $T_i$ to $T_{i+1}$ have already been scheduled and next is the case for $T_i$.

While scheduling tasks $T_i$ to $T_{i+1}$, several parts of the domains of the remaining $N+1$ tasks may have been removed, due to the propagation of the various constraints. In order to schedule $T_i$, we consider its current domain, as well as the current domains of the remaining tasks. This is done as follows:

Let's first suppose that all tasks are non-interruptible; we generalize later for interruptible tasks. So, for each location $l_i \in Loc_i$ where $T_i$ could take place and for each possible start time (dependent on the location $l_i$) where $T_i$ could be scheduled, we compute the impact on the difficulty to schedule the remaining tasks. This requires two steps: First, propagating all the constraints to the domains of the remaining tasks. Second, computing for each one of the remaining tasks the difficulty to schedule it. Note that while propagating the constraints, each one of the remaining tasks is considered to be executed in the closest to $l_i$ available location, i.e. there is no need to examine all the possible locations for the remaining tasks. Then, the combination $(l_i, t_i)$ for the current task that results in the lower overall difficulty to schedule the remaining tasks is adopted (in case of ties, earlier start times are preferred):
**Definition 7 (Overall difficulty):** The overall difficulty to schedule a set of tasks \( S_i \), denoted with \( \text{overall}(S_i) \), is defined as the product of their individual difficulties:

\[
\text{overall}(S_i) = \prod_{t \in S_i} \text{diff}(T_t)
\]

**Example 8:** Suppose for example that we have three non-interrollable tasks, \( A \), \( B \) and \( C \) in this order in the priority queue, with durations 2, 1 and 3 respectively, locations \( \text{Loc}_A = \{X, Y\} \), \( \text{Loc}_B = \{Y\} \), \( \text{Loc}_C = \{Y\} \), \( \text{Dist}(X, Y) = \text{Dist}(Y, X) = 2 \), the ordering constraint \( \prec(A, B) \) and their current domains shown in Figure 2.

![Figure 2. An example of scheduling tasks. Colored areas denote the current domains of the tasks, before scheduling task A. Shaded areas are excluded from their domains after placing task A at \( t_A = 3 \) and \( l_A = X \).](image)

There are seven possible start times to schedule \( A \), i.e. \( t_A \in \{0, 1, 2, 3, 4, 13, 14\} \), and two possible locations, i.e. \( X \) and \( Y \). Each combination of start time and location has to be evaluated and the best one will be selected. Let’s take for example the case \( t_A = 3 \) and \( l_A = X \). By applying bounds consistency we get \( t_0 \geq 5 \). Moreover, since \( A \) and \( C \) cannot coincide and must have a distance of at least 2, the interval between 3 and 7 is removed from \( C \)’s domain. Difficulties are computed as \( m_i(B) = 1/11 \) and \( m_i(C) = 3/12 \) respectively. The overall difficulty is then \( \text{overall}(\{B, C\}) = 0.0227 \). After testing all the alternative possibilities to schedule \( A \), we conclude that the best case is for \( t_A = 0 \) and \( l_A = X \), with \( \text{overall}(\{B, C\}) = 0.014286 \).

In case the difficulty to schedule some of the remaining tasks for a particular option to schedule the current task exceeds 1, this option is never adopted, irrelevant to its score. However, if no feasible schedule for the current task can be found, the current task is considered a trouble maker and is promoted in the priority queue, as explained later in this section. The process continues from the new position of the current task.

Interruptible tasks need special treatment when they are current: Parts are scheduled one after the other, as if they were non-interruptible. However, for each part an additional decision has to be taken, concerning its duration. So, for each possible part duration \( \text{dur}_i \in [\text{smi}_i, \text{smx}_i] \) and for each possible time/location combination when/where this part could be scheduled, the overall difficulty to schedule the remaining duration of the current task as well as the remaining tasks is computed. Then, the best combination of part duration/time-window/location is selected. In case of ties, higher durations are preferred. This process continues until either the whole duration of the interruptible task has been scheduled, or we fail to schedule some part. In the latter case the current task is considered a trouble maker and is promoted in the priority queue.

**Computing the valid part durations:** Depending on the values of \( \text{dur}_i, \text{smx}_i \) and \( \text{smi}_i \), several durations for \( \text{dur}_i \) may not be allowed. For example, if \( \text{dur}_i = 12, \text{smx}_i = 8 \) and \( \text{smi}_i = 5 \), it is not possible to schedule a part of duration 8, since in this case the next part to be scheduled should have a maximum duration of 4, which violates the constraint of \( \text{smi}_i \). This situation does not necessarily indicate bad problem definition; indeed, \( \text{dur}_i \) might be the remaining duration to be scheduled, after already having scheduled several parts of the current task. Another more strange situation is when \( \text{dur}_i = 6, \text{smx}_i = 6 \) and \( \text{smi}_i = 3 \). In this case the only valid part durations are 3 and 6.

Identifying the valid part durations to be scheduled for an interruptible task is crucial, since it does not only preserve computation time, but it also prevents us from unnecessary failures that would be detected later. In order to compute the valid durations for the next part to be scheduled, we use the following approach:

Given \( \text{dur}_i, \text{smi}_i \) and \( \text{smax}_i \), with \( \text{dur}_i \) being the remaining duration to be scheduled of task \( T_i \), any duration \( \text{dur}_i \) such that \( \text{smi}_i \leq \text{dur}_i \leq \text{smax}_i \) is allowed for the next part, if for \( L \vdash (\text{dur}_i, \text{dur}_i) \vdash \text{smi}_i \), the following condition exists:

\[
L \cdot \text{smi}_i \leq \text{dur}_i - \text{dur}_i \leq L \cdot \text{smax}_i
\]

In the first example, with \( \text{dur}_i = 12, \text{smx}_i = 8 \) and \( \text{smi}_i = 5 \), if \( \text{dur}_i = 8 \) then \( L \vdash (12-8)/5 \vdash 0 \), so condition (2) does not hold. For \( \text{dur}_i = 7 \) we have \( L \vdash (12-7)/5 \vdash 1 \) and (2) holds with equality to the left. Similarly, for \( \text{dur}_i = 5 \) we have \( L \vdash (12-5)/5 \vdash 1 \) and (2) holds with inequality to both directions. In the second example, with \( \text{dur}_i = 6, \text{smx}_i = 6 \) and \( \text{smi}_i = 3 \), for \( \text{dur}_i = 6 \) we have \( L \vdash (6-6)/3 \vdash 0 \) and (2) holds with equality to both directions. Similarly, for \( \text{dur}_i = 3 \) we have \( L \vdash (6-3)/3 \vdash 1 \) and (2) holds with equality to the left. Finally, for all other values of \( \text{dur}_i \) we have \( L \vdash (6-5)/3 \vdash 0 \) and the right inequality of (2) does not hold.

**Lemma 9:** If part durations are chosen according to (2), then the whole duration of \( T_i \) can be covered.

**Proof:** Suppose we are given \( \text{dur}_i, \text{smi}_i \) and \( \text{smx}_i \), with \( \text{dur}_i \) being the remaining duration of task \( T_i \) to be scheduled, and we select \( \text{dur}_i \) such as condition (2) holds. Suppose that \( \text{dur}_i - \text{dur}_i = L \cdot \text{smi}_i + K \), with \( 0 \leq K \leq L \cdot (\text{smx}_i - \text{smi}_i) \). Let \( K_1 = K \div (\text{smi}_i - \text{smx}_i) \) and \( K_2 = K \mod (\text{smx}_i - \text{smi}_i) \), where div and mod denote integer division and modulo respectively. The relation between \( K_1 \) and \( K_2 \) is \( K = K_1 \cdot (\text{smx}_i - \text{smi}_i) + K_2 \). So, one possibility to schedule the remaining \( \text{dur}_i - \text{dur}_i \) time units is to schedule \( K_1 \) parts of duration \( \text{smx}_i \), one part of duration \( \text{smi}_i + K_2 \) and \( L \cdot K_1 \) parts of duration \( \text{smi}_i \). In this case we have scheduled \( (L - K_1 - 1) \cdot \text{smi}_i + \text{smx}_i + K_2 \cdot \text{smx}_i = L \cdot \text{smi}_i + K_1 \cdot (\text{smx}_i - \text{smi}_i) + K_2 \cdot \text{smi}_i = K = \text{dur}_i - \text{dur}_i \).

Lemma 9 follows by applying inductively the above one step proof until the whole duration of \( T_i \) is scheduled. □
Lemma 10: Taking into account the minimum and maximum part durations, \( s_{\text{min}} \) and \( s_{\text{max}} \), respectively, the maximum and minimum possible number of parts in which an interruptible task with duration \( d_{\text{dur}} \) can be split are \( [d_{\text{dur}}/s_{\text{min}}] \) and \( [d_{\text{dur}}/s_{\text{max}}] \) respectively.

Proof: The proof is similar to that of Lemma 9. □

Reordering and Memorization

Reordering of the tasks in the priority queue occurs each time the greedy construction algorithm fails to schedule the current task in a way such that, after having applied full constraint propagation, the difficulty of every one of the remaining tasks does not exceed 1. In this case, the current task is considered a trouble maker and is promoted in the priority queue. Two issues arise: How far to promote the current task and how to avoid cycles.

Concerning promotion, there are several approaches. The simplest one is to promote the trouble maker task by one position. This approach is easy to implement, but may perform unnecessary computations in case the previous task was totally irrelevant to the current one. In our implementation of SWO we adopted a greedy approach for promotion, which after thorough experimentation, has been proved significantly efficient: The trouble maker task is promoted in the first position of the priority queue, with the intermediate tasks being shifted one position backwards. This strategy is quite powerful for two reasons: First, it causes drastic reordering of the priority queue, thus increasing the probability to escape local optima; and second, it minimizes the probability to enter into loops, i.e. to revisit the same ordering in the priority queue.

More elaborated approaches to promote the trouble maker could exploit dynamic information generated while scheduling the tasks in the current order. For example, the trouble maker could be promoted just before the closest preceding task which was responsible for canceling at least one scheduling possibility of the trouble maker; or just before all tasks that removed some scheduling possibilities. Such strategies however require extensive bookkeeping, whereas the strategy we eventually adopted is simple enough and performs well.

Irrelevant to what promotion strategy is adopted, it is always useful to partition the tasks into clusters of related tasks, using the transitive closure of the constraint graph. Suppose for example the case that the only constraint between tasks is C6, i.e. the constraint that no two tasks can overlap in the final schedule. Then morning tasks may form a cluster, evening tasks another one and weekend tasks a third one. The identification of such clusters is crucial, since the scheduling problem can be solved separately for each cluster. Of course, the existence of a task whose domain spans over morning, evening and weekends would merge all clusters.

Especially for the constraint C6, two tasks are potentially overlapping (so they are connected in the constraint graph) according to the following definition:

Definition 11 (potentially overlapping tasks): Two tasks \( T_i \) and \( T_j \) are potentially overlapping if there is a pair of locations \( l_i \in \text{Loc}_i \) and \( l_j \in \text{Loc}_j \), as well as a pair of domain intervals \( [A_{\text{min}}, B_{\text{max}}] \in D_i \) and \( [A_{\text{min}}, B_{\text{max}}] \in D_j \), such that either \( B_{\text{max}} + \text{Dist}(l_i, l_j) > A_{\text{min}} \) or \( B_{\text{max}} + \text{Dist}(l_i, l_j) > A_{\text{min}} \) hold.

Definition 11 captures the case that scheduling one task may cancel some scheduling possibility of the other task due to the time needed by the user to travel between the two locations. Note that this cancellation might not concern the domain intervals themselves, but some possible location references for these intervals.

Finally, in order to avoid cycles, memorization of no-good prefixes of the priority queue is required. Then, each time a promotion occurs, the new ordering of the priority queue should be checked against the memorized no-good prefixes. In case a match is detected, either further reordering should take place, or the problem should be claimed unsolvable. With our adopted greedy promotion strategy, loops in the priority queue occur rarely. However, in case of a detected loop, we proceed with promoting the tasks following the trouble maker. If no such tasks occur, or if they lead to orders in the priority queue that have been already checked, the problem is claimed unsolvable.

Managing Personal Tasks with Preferences

Time preferences can naturally be incorporated into the SWO framework. Our approach allows the user to express any kind of time preference between subsets of tasks, provided that he can express an estimate about the final value of each preference as a function of the involved tasks’ domains. More formally:

Definition 12 (Time Preference): A time preference \( v \) over a set of tasks \( \mathcal{S} \) is a real valued function \( v: \bigwedge_{i \in \mathcal{D}} \rightarrow \mathbb{R} \), higher values being preferred.

Definition 12 states that in order to define a time preference, we need to provide a function that maps any combination of domains of the involved tasks to a real number. This function will be used, together with the difficulty heuristics, while scheduling the tasks of the priority queue. Definition 12 works both for fully instantiated and for partially instantiated sets of tasks. For a fully instantiated set of tasks, \( \mathcal{D} \)'s will refer to the actual time-window(s) where each task \( T_i \) has been scheduled. For partially instantiated tasks, several approaches could be adopted in order to map (the combination of) their domains into a real value; for example, the maximum possible value of the preference wrt the current domains is one such possibility. Note finally that function \( v \) usually takes into account other constant parameters of the involved tasks, such as their duration, \( s_{\text{min}}, s_{\text{max}}, \) etc.

Example 13 (unary time preference): Suppose a unary preference \( v_i \) over a task \( T_i \) with \( D_i=[0,10] \) and \( d_{\text{dur}}=2 \). We may define \( v_i \) by assigning values to the various time slots of \( D_i \) and then sum the values of the slots where \( T_i \) actually has been scheduled, divided by \( d_{\text{dur}} \). For example, suppose
that we assign value $t+1$ to each unit time slot starting at $t$, then the value received from executing task $T_i$ at time $t$ is, 
$$v_i(t) = \sum_{t=1}^{t+dur_i-1} (t + 1) / dur_i.$$ So if $T_i$ will be scheduled at $t=3$, the received value is $v_i(t=3)=(4+5)/2=4.5$.

Suppose now that $T_i$ has not yet been scheduled and that its domain has reduced to $D'_i=[0,4]$, $[7,10]$. What could be an estimate about the final value obtained by $v_i$? The simplest approach is to consider the maximum possible value of $v_i(t)$ for the various time windows where $T_i$ could be scheduled. In this case this happens for $r=8$, so:
$$v_i(D'_i)=\max v_i(t)=v_i(8)=9.5$$

**Example 14 (binary time preference):** Suppose two non-interruptible tasks $T_1$ and $T_2$ and a binary preference over them defined as $v_i(D_i,D_j) = \max_{t \in D_i, t' \in D_j} (t+t'-dur_{ij}, t-t'+dur_{ij})$. In other words, $v_i$ is defined as the maximum possible distance between the two tasks in the final schedule. Suppose for example that $D_1=[0,5], D_2=[20,30], D_3=[10,16], dur_{12}=3$ and $dur_{23}=4$. The maximum possible distance between the two tasks is achieved if $T_1$ is scheduled at 27 and $T_2$ at 10 and the received value is $v_i(D_1,D_3)=13$.

In case of interruptible tasks a similar approach can be adopted, just by trying to maximize the minimum distance between any pair of parts of the two tasks. Finally, a similar approach can be used in case we are trying to minimize the temporal distance between two tasks: Replace $\max$ with $\min$ and vice-versa, and try to maximize the negated minimum distance. \(\square\)

Incorporating time preferences in the SWO framework is quite natural. Preferences can be taken into account together with the difficulty to schedule the set of the remaining tasks $S$. Indeed, for each task to be scheduled, the following ratio has to be minimized:

$$\frac{\text{overall}(S)}{\sum_{i \in S} v_i}$$

Non-negative parameters $a$ and $b$ in (3) are used as relative weights between the objective to receive a feasible schedule quickly and the objective to receive a high-value schedule. As the ratio $a/b$ becomes higher, priority is given to receive a feasible schedule quickly. As the ratio $a/b$ becomes smaller, priority is given to receive a good schedule. In the extreme case where $a/b \to \infty$, preferences are ignored, whereas as the ratio $a/b$ tends to zero, the choices of SWO are based solely on the preferences.

Different values of the ratio $a/b$ lead to different scheduling decisions during the application of the SWO algorithm. So, changing the ratio $a/b$ is a way to alter its behavior. A simple policy for changing this ratio is the following: Start with a low value for $a/b$. In case of failing to find a schedule, increase $a/b$ and start again. In case of success, decrease $a/b$, thus trying to find a better schedule. Note that each time the algorithm restarts with a new value for the ratio $a/b$, the previous set of no-goods is deleted.

**Example 15:** In Example 8, suppose that the following unary time preferences are given:

$$v_i(t) = \begin{cases} \sum_{t}^{t+1} (t + 1) & \text{if } t < 12 \\ 3, & \text{if } t \geq 12 \end{cases}$$

Moreover, we have a binary time distance preference between $A$ and $B$ of the form $v_{AB}(t_1,t_2) = max(t_2-t_1, 1-t_1-2t_2)$, i.e. tasks $A$ and $B$ should be scheduled as far to each other as possible. We assume also that $a=b=1$. Let us evaluate the possibility to schedule $A$ at $t_A=3$ and $t_B=X$. For this case we have already computed the difficulty to schedule the remaining tasks, which is 0.0227. Now we will compute also the preferences. As for task $A$ we have $v_{A}(t)=9$. As for task $B$, the maximum of $v_B(t)$ over its remaining domain (not shaded in Figure 2) is 6. Finally, as for task $C$ we have $max v_C(t) = v_C(16)=2 (16+17+18)=102$. Finally, as for the binary time preference $v_{AB}$ we have $v_{AB}(t_1,t_2)=max(t_2-t_1, 1-t_1-2t_2)$, $v_{AB}(t_1,t_2) = max(t_1-3, 3-t_2)$ thus, $v_{AB}(t_1,t_2)=13$. So, the ratio of (4) becomes:

$$\frac{0.0227}{9+6+102+13} = 1.75 \cdot 10^{-4}$$

Doing the same calculations for the various scheduling possibilities of $A$ results that the best case is to schedule task $A$ at $t=0$, and $t_B=X$ with an overall score equal to:

$$\frac{0.014526}{9+6+102+16} = 1.12 \cdot 10^{-4} \square$$

Other types of preferences, beyond time preferences, could be defined. For example, one could express location preferences, or, even more complicated, mix time and location preferences, e.g. preferring location $l_1$ if the task is scheduled during the five working days of a week, or location $l_2$ if the task is scheduled during the weekend. Various engineering issues arise concerning these types of preferences, such as how to define them in a user-friendly way, as well as to incorporate them within the SWO framework; these issues constitute future research challenges.

**Incremental scheduling**

Scheduling personal time is a continuous process. Time passes quickly, early tasks are executed and new tasks arrive. So, the scheduling problem must be solved repeatedly each time a new set of tasks arrives. An incremental scheduling approach would be beneficial for both efficiency and usability reasons. Indeed, each time a set of new tasks arrives, the current schedule should be taken as a basis while trying to schedule the new tasks, thus saving computation time and minimizing the user disturbance from frequent changes in her personal plan. SWO is very suitable for incremental scheduling, as the following paragraphs illustrate.

In order to adapt SWO to an incremental scheduling approach, we apply four modifications: 
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Experimental Results

We implemented our SWO algorithm in C++ and tested it in a set of artificially created problems. We considered tasks with durations uniformly selected from the interval [4, 12]. The 60% of the tasks with durations greater than 5 were interruptible. In this case, we considered \( d_{min} = 8 \), \( s_{min} = 2 \) and \( s_{max} \) uniformly selected from the interval [3, \( d_{max} - 2 \)]. We considered three locations, randomly assigned to the tasks, with symmetric mutual distances 3, 4 and 5.

We chose three alternative configurations for the \( a/b \) ratio: 1/5, 1 and 5. Starting from the 1/5 configuration, SWO performed \( N \) iterations at maximum in each case, where \( N \) is the number of tasks. Between each pair of tasks \( T_i \) and \( T_j \), \( i < j \), an ordering constraint of the form \( <(T_i,T_j) \) was imposed, with probability \( 1/N \). We randomly assigned unary preference functions over the domains of all tasks, of the following types: constant, linear ascending, linear descending, step ascending and step descending. All preferences were normalized in the interval [0,1], so an upper bound for the value received by a schedule is the number of the tasks. We set a deadline of 500 time units for all problems and created random non-compact domains for all tasks. We created seven sets of problems, with 15, 30, 35, 40, 45, 50 and 55 tasks per problem in each set respectively and 10 problems per set in all cases. All problems were generated randomly (a problem generator is supplied along with the test set for cross-validation).

To compare with, we developed an alternative approach to solve the same problems, based on the constraint-logic programming platform (CLP) ECLiPSe\(^3\). We modeled the problems using a combination of normal and reified constraints and we employed a complete branch-and-bound search procedure with the most constrained variable selection heuristic and the domain splitting method to solve them. In order to optimize the CLP program, we introduced additional constraints in the model, so as to avoid generating redundant solutions (e.g. \( d_{ur,i} \geq d_{ur,i+1} \) for all \( 1 \leq i < N \), \( 1 \leq j < p \)). We set a time limit of 2 mins for the branch-and-bound algorithm to report the best possible solution within this time limit.

All experiments were run on an MS-Windows based AMD Turion, 64 bit, 2 GHz dual core machine, with 2GB memory. Table 1 summarizes the results.\(^4\) Problem ids are of the form XX-Y, where XX corresponds to the number of tasks in the problem. Problems with 55 tasks are not reported, since none of them was solved by either solver.

For each problem columns \( \text{iter}, \text{time} \) and \( \text{value} \) for SWO report the number of iterations performed by SWO, the time needed to solve the problem (in secs) and the value of the solution respectively. Column \( \text{value} \) for CLP reports the best solution found by the CLP program; if no value is reported, no solution was found within the time limit.

It is interesting to observe the behavior of SWO. In the

---

4 The source code and the data of our experiments are available from the author's web-page, http://eos.uom.gr/~yrefanid.
### Table 1: Experimental results for SWO and comparison to a complete CLP branch-and-bound search procedure.

<table>
<thead>
<tr>
<th></th>
<th>SWO</th>
<th>CLP</th>
<th></th>
<th>SWO</th>
<th>CLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>iter</td>
<td>time</td>
<td>value</td>
<td>#</td>
<td>iter</td>
</tr>
<tr>
<td>15-1</td>
<td>1</td>
<td>0.14</td>
<td>12.95</td>
<td>1</td>
<td>0.625</td>
</tr>
<tr>
<td>15-2</td>
<td>1</td>
<td>0.125</td>
<td>12.25</td>
<td>1</td>
<td>0.375</td>
</tr>
<tr>
<td>15-3</td>
<td>0.15</td>
<td>13.71</td>
<td>11.95</td>
<td>1</td>
<td>0.797</td>
</tr>
<tr>
<td>15-4</td>
<td>1</td>
<td>0.188</td>
<td>15.17</td>
<td>1</td>
<td>0.547</td>
</tr>
<tr>
<td>15-5</td>
<td>1</td>
<td>0.125</td>
<td>12.64</td>
<td>2</td>
<td>1.032</td>
</tr>
<tr>
<td>15-6</td>
<td>0.125</td>
<td>14.3</td>
<td>13.88</td>
<td>1</td>
<td>0.718</td>
</tr>
<tr>
<td>15-7</td>
<td>1</td>
<td>0.125</td>
<td>13.08</td>
<td>1</td>
<td>0.484</td>
</tr>
<tr>
<td>15-8</td>
<td>1</td>
<td>0.187</td>
<td>11.46</td>
<td>9.79</td>
<td>1</td>
</tr>
<tr>
<td>15-9</td>
<td>0.141</td>
<td>11.44</td>
<td>9.29</td>
<td>2</td>
<td>0.906</td>
</tr>
<tr>
<td>15-10</td>
<td>1</td>
<td>0.172</td>
<td>12.07</td>
<td>9.37</td>
<td>35-10</td>
</tr>
<tr>
<td>30-1</td>
<td>0.368</td>
<td>24.17</td>
<td>21.55</td>
<td>40-1</td>
<td>9</td>
</tr>
<tr>
<td>30-2</td>
<td>0.399</td>
<td>24.69</td>
<td>19.68</td>
<td>40-2</td>
<td>1</td>
</tr>
<tr>
<td>30-3</td>
<td>0.386</td>
<td>25.61</td>
<td>21.81</td>
<td>40-3</td>
<td>1</td>
</tr>
<tr>
<td>30-4</td>
<td>0.316</td>
<td>27.13</td>
<td>25.10</td>
<td>40-4</td>
<td>1</td>
</tr>
<tr>
<td>30-5</td>
<td>0.413</td>
<td>23.89</td>
<td>21.00</td>
<td>40-5</td>
<td>1</td>
</tr>
<tr>
<td>30-6</td>
<td>0.433</td>
<td>28.09</td>
<td>24.14</td>
<td>40-6</td>
<td>3</td>
</tr>
<tr>
<td>30-7</td>
<td>0.339</td>
<td>23.8</td>
<td>18.10</td>
<td>40-7</td>
<td>2</td>
</tr>
<tr>
<td>30-8</td>
<td>0.415</td>
<td>24.06</td>
<td>20.73</td>
<td>40-8</td>
<td>1</td>
</tr>
<tr>
<td>30-9</td>
<td>0.447</td>
<td>23.42</td>
<td>18.95</td>
<td>40-9</td>
<td>1</td>
</tr>
<tr>
<td>30-10</td>
<td>0.461</td>
<td>22.04</td>
<td>21.00</td>
<td>40-10</td>
<td>3</td>
</tr>
</tbody>
</table>

### Conclusions and Future Work

This paper treats the problem of automatically scheduling a user's tasks, while trying to maximize her satisfaction. New types of tasks and constraints are introduced, powerful heuristics are devised and an SWO incomplete search procedure with full constraint propagation is employed to solve the problem. Experimental results demonstrate the effectiveness and the efficiency of this approach.

This work constitutes a first step in coping with the more general problem of managing personal tasks. There are many directions to extend this work, such as:

- introduction of new types of tasks, constraints and preferences,
- coordination between different users,
- enhancement of tasks with preconditions and effects and employment of a plan engine in order to automatically introduce tasks into the user's agenda,
- maintenance of the user status,
- automated accomplishment of tasks using web services.

In particular, we see our system as a module of highly-integrated electronic assistants, such as CALO (Myers and Yorke-Smith, 2005).

One of our immediate plans is to integrate the work presented in this paper with existing calendar applications in order to provide additional functionality to the users. Several issues concerning usability and knowledge engineering arise. Finally, we are investigating new types of constraints, preferences and heuristics, as well as the possibility to combine the heuristics with a complete search procedure, such as dynamic backtracking (Ginsberg 1993), in order to take the best of each side.
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