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Abstract
This paper focuses on deadline-based multiagent task decomposition/scheduling of hierarchical task structures in an environment in which one agent is responsible for assigning subtasks and their execution order to a set of agents. The overall task to be decomposed is specified in an extended version of TAMEs task modeling framework in which task quality and execution time are uncertain before execution and are represented in the form of a probability distribution. The master agent generates and assigns an initial subtask schedule to agents, and if necessary will revise agent schedules whenever agents make rescheduling requests. These requests are based on the degree of deviation that has occurred in expected quality and duration as a result of actual method execution. Evaluations of scheduler performance indicate a phase transition of rescheduling efficiency with respect to problem difficulty. Specifically, while frequent rescheduling was ineffective for both very easy and very difficult problems, it was extremely effective in the transition region (mid-range) of difficulty.

Introduction
This work focuses on the problem of deadline-based multiagent task decomposition and scheduling (MADS) of medium grain problem-solving activities in an environment in which one (master) agent is responsible for assigning subtasks and their execution order to a set of (slave) agents. The master agent decides not only how to partition subtasks among the slave agents but also how many agents are required in order to meet the performance goals associated with the high-level task. The master agent is also responsible for rescheduling the slave agents when the master agent is notified that agent execution of activities does not conform to a priori expectations, and integrating the completed partial result of agents into a overall solution to the high-level task. Slave agents, where necessary, transmit intermediate results to other slave agents so as to enable or facilitate execution of their activities. Figure 1 shows the interaction among the master and slave agents.

This approach to task decomposition is obviously different from a negotiation model of task decomposition such as the contract net approach (Smith 1980) where the task executing agents have more autonomy in deciding what activities they will execute. It also differs from that approach because part of an agent's task assignment may require the agent to transmit intermediate results not to the contracting agent but rather to another agent before a specific time. This possibility was foreseen in a later paper by Davis and Smith (Davis & Smith 1983) in which, once a task decomposition is established there can be a "result sharing" phase, but to our knowledge this result sharing and its timing were never a consideration in any of the work on actual implementations of the contract net algorithm. Another approach to task decomposition is the one developed by Durfee and Montgomery (Durfee & Montgomery 1991). They represent the overall task using a hierarchical behavior model and are concerned with finding appropriate abstractions in the behavior space that motivate the decomposition process. Our model of task decomposition is probably closest to the work by Durfee and Lesser on the implementation of hierarchical organizational structures in PGP (Durfee & Lesser 1991). However, in that work, the decomposition of activities to agents is given a priori and the focus is on how to appropriately schedule the activities and to whom intermediate results should be sent. In our work, we not only do that but also decide on which activities to assign to specific agents and determine how many agents are required.1

We also base these decisions on a more complex and domain-independent model of a task structure than the one used in their work. A key aspect of this model is the explicit declaration of the expected distribution of the time for subtask completion and of the quality achieved. This information together with time dead-

1Another way of viewing this work is that the MADS algorithm is another coordination module that can be incorporated into the GGP architecture (Decker & Lesser 1995a). From that perspective, it extends the range of agent organizational structures that can be constructed using GGP.
lines and criteria on acceptable satisfaction for the overall task is used to generate agent task schedules. As part of this process, the possibility of subtask failure is taken into account so that multiple ways of achieving a task may be incorporated into the agent decomposition decision to increase the likelihood of meeting the overall task objectives. In this way, our task structure framework can represent problem-solving activities involving coarse grain search processes in which the search involves a small number of alternative paths.

In addition to our discussion of the MADS algorithm that we have developed for task decomposition and scheduling, we will also present simulation results concerning under what conditions the master agent needs to re-decompose and reschedule agent activities. This issue of rescheduling also relates to issues that Durfee and Lesser raised in their work on the balance between predictability and responsiveness in making coordination decisions (Durfee & Lesser 1988). As will be seen, our work represents a much more detailed and extensive investigation of this issue based on the expected distribution of task duration and quality.

The remainder of the paper is structured as follows. Section 2 presents our representation for the task structure that the master agent is responsible for partitioning and scheduling on slave agents. Section 3 details the algorithm used for this process. Section 4 discusses experimental results and a phase transition based on an implemented version of the algorithm. The paper concludes with a discussion of future work and summarizes the contribution of this work.

Model

Task Representation

We used an extended version of the TAEMS task representation framework, developed in (Decker & Lesser 1993a), to represent the problem-solving task that the master agent has to partition. Figure 2(1) shows an example task flow of a coarse grain search problem and Figure 2(2) and (3) show its task structure that will be used in the simulations discussed in section 4. The task flow has nine paths for reaching the goal, and there are a min relation between A and B and a sum relation between E and F. The task structure consists of basic method nodes and high-level task nodes that specify how to combine the quality achieved by subtasks. In addition to the sum, max, and min quality accumulation functions specified in the TAEMS formulation, we add a new function seq, which indicates that the quality is only accumulated by the final child subtask, and a task just after a seq node uses the output of the task just before the seq node as an input. Figure 2(3), which is automatically obtained from Fig.2(2), is a representation inside the system; D0 stands for the D that follows A, D1 stands for the D that follows B and D2 stands for the D that follows C; E0, F0 and the rest follow the same notations. Additionally, we explicitly indicate the distribution of the expected values, which can be given in various forms. Figure 2(2) shows a normal distribution case with the parameters of average and standard deviation for quality and duration, specified by numbers in parentheses. For instance, quality column of method A is (5.0 2.0), which stands for the average of 5.0 unit-time and the standard deviation of 2.0.
Goal Criteria for High-Level Tasks

In this model which involves tasks with performance profiles and where the number of slave agents is variable, the specification of the goal criteria for the task allocation and scheduling process needs to be more complex. For example, optimizing expected quality within available time and resource requirements is only one possible choice. In this section, we specify a range of goal criteria that the MADS algorithm can target when trying to find the “best” schedule.

In addition to specifying a deadline when an answer to the high-level task is required, our goal representation allows the specification of the required overall task quality in two ways. One is based on a percentage of the likely quality that would be achieved by the best possible solution. The other way is by specifying overall quality is in terms of an absolute quality. Additionally, you can specify the desired likelihood of producing the required quality by the deadline. For example, if you are conservative, the likelihood of 90% that the quality would be achieved is specified. The MADS algorithm will use these criteria in deciding how many slave agents will be used, up to the available limit. For example, given the same task structure with the same deadline, a goal specification with a higher value for expected quality and more stringent requirements on how often these criteria need to be met will often require the use of additional slave agents. It is important to re-emphasize that the task representation permits and encourages the specification of alternative ways of achieving the desired solution (alternative search paths) and the specification of different paths which trade off quality of solution for decreased execution time (Garvey, Humphrey, & Lesser 1993). Thus, by adding more agents to the task decomposition we can increase the likelihood of achieving higher quality by the deadline, either by examining more alternatives or permitting the speed-up of particular high-quality solution paths through concurrent executions of parts of the path, whose completion prior to the deadline without parallelism would be highly unlikely.

MADS Algorithm

This section describes the MADS algorithm that generates a schedule for multiagents to achieve the goal criteria specified for the high-level task. The algorithm consists of the following sub-components.

1. alternative generation
2. agent number determination
3. macro order generalization
4. method rating
5. partitioning and schedule generation

We will discuss this algorithm in the context of a simple coarse grain search problem in Fig.3(a). There are two branching points, each with two alternatives, so that there are four search paths in total: (A, C), (A, D), (B, C), (B, D). Each path can reach a goal state, but each has a different quality value and execution time. Figure 3(b) shows the task structure with expected quality and duration represented in the same notation used in Fig.2. The deadline of the problem is 20, and the goal criteria is 80% satisfied quality.

Alternative Generation

The alternative generator creates alternative ways of achieving each subtask, i.e., alternative plans, and selects the useful combinations from these alternatives. A useful combination is one which is not dominated by another choice. For example, if one plan has an expected quality of 10 and duration of 5, it would not be a good combination if there existed another plan which generated an expected quality of 12 with a duration of 3. However, another plan that has quality of 10 with duration of 7 would be a good candidate for further consideration in later stages of the algorithm. This seemingly straightforward comparison can be quite complex since the alternatives’ performance is represented in a probability distribution of quality and duration. It is possible to use stochastic dominance in order to compare the distribution (Wellman, Ford, & Larson 1995), but this dominance is rarely achieved in general cases. As a result, the alternatives cannot be pruned in most cases. Therefore, we chose upper and lower bound comparison for quality and duration ranges. The upper and lower bounds are determined in a confidence interval, such as the 90% confidence interval, and the results of comparison are partial orders of alternatives.\(^2\)

For example, the following partial orders were generated for the sample problem in Fig.3(b). Methods in a brace stand for a combination of the method executions.

\(^2\)In (Fujita & Lesser 1996), we discuss in detail how these probability distribution performance profiles are calculated from the task structure and present the algorithm for this comparison process.
of agents needed to meet the deadline. We use a simple The number of agents necessary to achieve the required dates a macro order that is most likely to maximize tile solving activities. The macro order generator-

A macro order is defined as a sequence of partial orders, which corresponds to a rough schedule of problemsolving activities. The macro order generator generates a macro order that is most likely to maximize the performance profiles of the chosen alternatives.

For example, the following macro order was generated for the partial orders of the sample problem in Fig.3(b).

\[
\{A, D0, B, D1\} \rightarrow \{A, C0, D0, B, CI, D1\} \rightarrow \{B, CI, D1\} \rightarrow \{A, C0, B, CI, D1\} \rightarrow \{A, C0, B, C1, D1\}
\]

In these partial orders, a combination of \{A, D0, B, D1\}, for instance, does not appear, since the combination is dominated by a combination of \{B, C1, D1\}. In such a way, several inefficient combinations are removed from the candidate list.

Agent Number Determination

The number of agents necessary to achieve the required quality within a given deadline is determined in the following two steps. The first step determines the necessary amount of computation power to achieve the required quality on a single agent. It selects the alternative that has the minimum duration of all those that achieve the specified criteria for quality, and determines the necessary duration.

The second step heuristically calculates the number of agents needed to meet the deadline. We use a simple model for this calculation that is extremely crude but has worked for the cases that have been tested.

The current version of the implementation uses a magic number which calculates the effect of twice the number of agents. We temporarily set this number to 1.8, which means that twice the number of agents could provide 1.8 times the computing power. The validity of the number will be discussed later. With this magic number, the process calculates the minimum agents needed to provide the required computing power, and returns either the calculated number or the number of available agents, whichever is lower.

For example, the first step calculates the required computation power of 43.5 units for the sample problem in Fig.3(b), and the second step assigns three agents, which is expected to provide 50.8 units.

Macro Order Generation

A macro order is defined as a sequence of partial orders, which corresponds to a rough schedule of problemsolving activities. The macro order generator generates a macro order that is most likely to maximize the performance profiles of the chosen alternatives.

For example, the following macro order was generated for the partial orders of the sample problem in Fig.3(b).

\[
\{A, D0, B, D1\} \rightarrow \{A, C0, D0, B, CI, D1\} \rightarrow \{B, CI, D1\} \rightarrow \{A, C0, B, CI, D1\} \rightarrow \{A, C0, B, C1, D1\}
\]

The algorithm, first, sets all methods in a combination, then decomposes the combination until the likelihood of achieving it with the assigned computing power gets more than 0.99. The remaining ordering in detail is delayed to the next method rating stage. In the above case, \{A, C0, B, CI, D1\} is decomposed into \{B, CI, D1\} and the rest, since the likelihood of achieving it with 50.8 unit power calculated in the previous subsection is 0.98. On the other hand, \{B, CI, D1\} is not further decomposed, since the likelihood is almost 1.0.

The macro order is an incremental sequence with respect to the members in a list, so that it is convenient to use a differential list as follows.

\[
\{B, CI, D1\} \rightarrow \{A, C0\} \rightarrow \{D0\}
\]

Method Rating

After the macro ordering is established, a priority score is given to each basic method in the same level of the macro order with rating heuristics. The heuristics are almost the same as those used in the Design-To-Time (Garvey, Humphreys, & Lesser 1993) scheduling algorithm, shown as follows.

Avoid-not-enabled reduces the score of a method that has unfinished enabling (precondition) methods.

Enforce-enables raises the score of a method that enables other methods in the future. This rule contributes to increased parallelism.

Prefer-facilitators raises the score of a method that facilitates other methods in the future.

Longer-method-earlier raises the score of a method corresponding to the expected duration of the method. This rule promotes the execution of longer methods earlier.

The macro order obtained at the end of the previous subsection involves two cases that need the method rating, namely \{B, CI, D1\} and \{A, C0\}. B gets a higher score than CI and D1 because B enables CI and D1, and CI gets a higher score than D1 because CI has longer expected duration than D1, and A gets a higher score than C0 because A enables C0, so that the following order is finally obtained.

\[
B \rightarrow CI \rightarrow D1 \rightarrow A \rightarrow C0 \rightarrow D0
\]

Agent Partitioning and Scheduling

Methods are assigned to specific agents and given a start time for their execution based on the following heuristics.

no-enabling-method-append-early

If the method to be assigned waits for no method, then assign the method to the agent with the earliest available time slot.
single-enabling-method-append-tail
If the method to be assigned waits for another method that is currently the last process to be executed by an agent, then assign the method to the end of that agent’s queue. In this case, two successive methods are scheduled sequentially for the same agent, so that no time is wasted between the two methods.

single-enabling-method-not-append-tail
If the method to be assigned waits for another method but that method is not at the tail of the agent’s process queue, assign the method to an agent with the earliest available time slot. If the agent is different from that of the enabling method, it may be necessary to insert a waiting period or delay before the assigned method.

multiple-enabling-methods-with-one-extreme
If the method to be assigned has multiple enabling methods and one method, whose next position is free, is expected to be far behind the other methods, the assigned method is scheduled immediately after the most delayed method.

multiple-enabling-methods
This is the most general case, where the method to be assigned has multiple enabling methods. First, the maximal end time of these methods is estimated, and the method is assigned to the agent whose earliest free time is closest to the maximal end time.

Figure 4 depicts an example of parallel scheduling for the task in Fig.3(b). Note that this figure simply displays the average durations of tasks, which actually have the probability distributions of the durations. At first, B, which has no enabling (precondition) method, is assigned to agent 3 based on the first heuristic, and then C1, which is enabled by B, is assigned to the next position on agent 3 based on the second heuristic. D1 is also enabled by B, but C1 has already been assigned to next to B, so that D1 is assigned to agent 1 based on the third heuristic. In this case, a waiting period indicated by a black rectangle is inserted before D1. Steps 4-5 are almost the same as the steps 1-2. At Step 6, D0 is assigned to agent 2 based on the third heuristic, but no waiting period is inserted, because its precondition method A has also been assigned to the same agent 2. The final schedule is obtained in six steps. Although D0 is estimated to go beyond the deadline, it is still possible it will meet the deadline.

Rescheduling
After assigning activities to agents, the agents execute the assigned methods and sometimes make rescheduling requests to the master agent. An open function is provided at the end of every method for agents to determine whether to make rescheduling requests. Some typical templates are shown as follows.

every-time makes a request when a method is completed.

far-from-expected-quality makes a request when the error between the actual and expected quality is greater than the standard deviation multiplied by a specified value.

far-from-expected-duration makes a request when the error between the actual and expected duration is greater than the standard deviation multiplied by a specified value.

far-from-expectation makes a request when either the far-from-expected-quality or far-from-expected-duration case occurs.

Rescheduling is accomplished in almost the same way an initial schedule is created except that the agent number determination step is skipped and rescheduling starts from the basis of assuming that on-going methods will be completed as expected. The task structure is updated to reflected finished methods by assigning the actual quality obtained to the quality slot of the finished method with zero deviation, and zero is assigned to the duration slot. The on-going methods are marked immovable and the expected durations are subtracted by the amount of the passed period. The unexecuted methods remain as the targets of rescheduling.

Experiments and Discussion
Initial Schedule Performance
The task structure presented in Fig.2 which was previously discussed will be used in the simulations presented in this section. Figure 5 shows schedules created by the MADS algorithm for the example problem using different goal criteria and deadlines. In accordance with the variety of goal criteria and deadlines, different schedules for different numbers of agents are created.

Figure 4: Example of parallel scheduling
For instance, a comparison between schedules #1 and #3 indicates that tight deadlines affect the number of agents assigned. A comparison between schedules #1 and #2 indicates that a harder goal criterion requires more agents and, consequently, more methods to be scheduled, given the same deadline.

In this problem, the execution of methods C and E2 can achieve a solution with the minimum execution time, while it takes much longer to obtain quality with the executions beginning with A or B because of the min-relation between A and B. Additionally, the execution of K and F contributes to a high-quality solution because of the sum-relation between them. As a result, the algorithm gives a high priority to C, E2, and F2.

At the beginning of the schedule #3, there is an idle period that intuitively seems not to be a good idea, but it is appropriate since this schedule has a high possibility of finishing methods C, E2, and F2, while it would lower the possibility of finishing F2 if method B had been scheduled at the beginning and F2 had followed B.

**Improvement of Task Quality**

Rescheduling/repartitioning strategy, as a whole, is better than one-time static scheduling/partitioning created at the beginning of task execution, since the durations of task execution are uncertain before execution. However, we must consider the trade-off between rescheduling cost and the amount of quality improvement. This subsection discusses possible strategies for solving this trade-off. As stated in the introduction, Durfee and Lesser have previously addressed this issue in a less formal way and with less experimentation (Durfee & Lesser 1988).

In order to study these problems, a simulation system was created. This simulation system invoked the MADS algorithm with the fixed number of agents on the example problem to get initial schedules for each agent. The execution of methods was then simulated based on random values being assigned to method quality and duration in conformity with their distribution parameters. If the result of method execution triggered rescheduling, the simulator would, as detailed previously, re invoke the MADS algorithm. Results shown in this section were obtained from two hundred simulations for each parameter set with different random value assignment.

**Figure 5: Schedule examples**

<table>
<thead>
<tr>
<th>Deadline</th>
<th>relative-quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80%</td>
</tr>
<tr>
<td>2</td>
<td>90%</td>
</tr>
<tr>
<td>3</td>
<td>80%</td>
</tr>
<tr>
<td>4</td>
<td>90%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>C [r1, r2] B [A [r9, r10], r6, r11, r16]</td>
</tr>
<tr>
<td>#2</td>
<td>A [r10, r16]</td>
</tr>
<tr>
<td>#3</td>
<td>C [r12, A [r10, r16], r6, r11, r16]</td>
</tr>
<tr>
<td>#4</td>
<td>C [r12, r32]</td>
</tr>
</tbody>
</table>

(1) Two agents
(2) Three agents
(3) Four agents

**Figure 6: Relation between deadline and improvement**

First, the deadline of the task was varied for two, three and four agents. The average duration to finish all methods in the problem with a single agent is 60.5 units, so that two, three and four agents respectively need more than 30, 20 and 15 units of time to finish all methods, although the first solutions could be found within these periods. Two conditions are compared; one is a sample with rescheduling, and another is a sample without rescheduling. We plotted lines on the graphs in Fig.6, connecting the results with specified deadlines and the number of times rescheduling samples produce better solutions than the no-rescheduling samples, subtracted by the numbers in the opposite relations. There are three lines drawn in each graph. Solid lines correspond to the cases where rescheduling was done whenever a method finished. Dashed lines depict the cases where rescheduling was restricted by the threshold that the error between the expected value, such as quality or duration, and the obtained value is not within the standard deviation. Dot-dashed lines depict the more restricted cases where the error is not within twice the standard deviation. For example, when a schedule was created for three agents with a deadline of 26 and using an every-time rescheduling strategy, there were 34 cases where rescheduling samples were better and one case where the no-rescheduling sample was better, so that the point of the deadline of 26 and the number of im-
These graphs indicate that there is a phase transition in the effectiveness of rescheduling. On one hand, it is hard to achieve solutions with good quality for problems with short deadlines, and thus rescheduling cannot improve the quality significantly. On the other hand, it is easy to achieve solutions with good quality for problems with long deadlines, and thus rescheduling in this case also cannot improve the quality significantly. However, rescheduling is effective for the problems in the transition region between easy and hard problems, since the master agent can exploit the intermediate results so far obtained to either take advantage of more time to schedule more or better alternatives to increase the likelihood of producing higher quality results or to react to the availability of less time or lower quality than expected to find alternative methods to increase the likelihood within the available time left an acceptable level of quality will be achieved. Decker in (Decker 1995b) has shown similar results on a slight different problem where they were studying the level of sophistication that should be used to coordinate agents in a lateral/peer type of organization.

Note that these experiments do not consider the cost of rescheduling. If it takes a certain amount of time to reschedule, the time to execute tasks would decrease by the amount, so that the problem would become harder, and then the effect of rescheduling would become smaller.

Figure 7: Relation between error threshold and improvement

Compared with the restricted rescheduling, the shapes in the dashed lines are similar to the shapes in the solid lines, while it is not evident that rescheduling is effective in the cases in the dot-dashed lines. Figure 8 shows additional graphs that indicate the detail relation between the error threshold and the number of times improvement occurred. The deviations in X-axis are shown in the numbers relative to the standard deviation. Three lines in the first graph correspond to the cases at the peaks of improvement in the graphs in Fig.6. The times of improvement are gradually degraded in accordance with the error thresholds. The threshold of 1.0 standard deviation seems to be a good measure to decide whether to resched-
and comparable to that for 69 by two and 82 by four. The loss of parallel execution by twice the number of agents is from 10 to 20%, so that it is reasonable that the magnitude of these effects with twice the number of agents, such as the magic number, is about 1.8, at least for this problem.

Conclusion
This paper has examined an algorithm for deadline-based multiagent task decomposition and rescheduling of coarse grain problem-solving activities where the characteristics of operators (tasks, methods) with respect to expected quality and duration are specified in terms of probability distributions. A five-step algorithm, called MADS, was described which decides how many agents were needed and how to partition and schedule activities among these agents. Additionally, different criteria were developed for reinvoking the MADS algorithm when activity execution did not conform to expectations.

Experimental results were then discussed; they showed how different schedules and numbers of agents would be generated as a result of varying goal criteria for a successful answer and the deadline within which an answer was needed. As part of these experimental results, we explored different criteria for rescheduling based on the amount of standard deviation from the expected value. These were experimentally found to be good measures to reduce rescheduling costs. We also found that there was a phase transition in effectiveness of rescheduling in relationship to problem difficulty.

Our MADS scheduling algorithm is closest to that done by Decker et al. (Decker et al. 1993b), and Long and Lesser (Long & Lesser 1995), who clarified the categories of task relationships and created heuristics for parallel scheduling. Our work extends their approaches by exploiting information about the uncertainty of task duration and quality in the parallel scheduling of tasks.

This paper discussed centralized rescheduling, but partial rescheduling among a subset of agents seems to be a good idea for a multiagent system. Another focus of further work is the application an actual agent network. Real tasks will reveal more problems, such as scheduling cost problems, difficulties in unifying distributions, and so on.
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