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Abstract
A new method, called the Fisher kernel method, for detecting remote protein homologies is introduced and shown to perform well in classifying protein domains by SCOP superfamily. The method is a variant of support vector machines using a new kernel function. The kernel function is derived from a hidden Markov model. The general approach of combining generative models like HMMs with discriminative methods such as support vector machines may have applications in other areas of biosequence analysis as well.

Introduction
Many statistical, sequence-based tools have been developed for detecting protein homologies. These include BLAST (Altschul et al. 1990; Altschul et al. 1997), Fasta (Pearson & Lipman 1988), PROBE (Neuwald et al. 1997), templates (Taylor 1986), profiles (Gribskov, McLachlan, & Eisenberg 1987), position-specific weight matrices (Henikoff & Henikoff 1994), and Hidden Markov Models (HMMs) (Krogh et al. 1994). Recent experiments (Brenner 1996; Park et al. 1998) have used the SCOP classification of protein structures (Hubbard et al. 1997) to test many of these methods to see how well they detect remote protein homologies that exist between protein domains that are in the same structural superfamily, but not necessarily in the same family. This work has shown that methods such as PSI-BLAST and HMMs, which build a statistical model from multiple sequences, perform better than simple pairwise comparison methods, but all sequence-based methods miss many important remote homologies.

We present and evaluate a new methodology for detecting remote protein homologies. In this approach we use generative statistical models built from multiple sequences, in this case HMMs, as a way of extracting features from protein sequences. This maps all protein sequences to points in a Euclidean feature space of fixed dimension. (See (Linial et al. 1997) for a different method of mapping protein sequences into Euclidean space). We then use a general discriminative statistical method to classify the points representing protein sequences by domain superfamily. This is quite distinct from methods that train the parameters of the HMM itself to give a more discriminative model (Eddy, Mitchison, & Durbin 1995; Manitsuka 1996). Other discriminative methods, using neural nets, are described in (Dubchak et al. 1995; Dubchak, Muchnik & Kim 1997). Using our method, we obtain a substantial improvement in identifying remote homologies over what is achieved by HMMs alone, as they are currently employed. This new method also compares favorably to what have been called family pairwise search homology methods, in which the scores from all pairwise comparisons between a query protein and the members of a known protein family are combined to improve performance (Grundy 1998).

Methods
The statistical modeling approach to protein sequence analysis involves constructing a generative probability model, such as an HMM, for a protein family or superfamily (Durbin et al. 1998). Sequences known to be members of the protein family are used as (positive) training examples. The parameters of a statistical model representing the family are estimated using these training examples, in conjunction with general a priori information about properties of proteins. The model assigns a probability to any given protein sequence. If it is a good model for the family it is trained on, then sequences from that family, including sequences that were not used as training examples, yield a higher probability score than those out-
side the family. The probability score can thus be interpreted as a measure of the extent to which a new protein sequence is homologous to the protein family of interest. Considerable recent work has been done in refining HMMs for the purpose of identifying weak protein homologies in this way (Krogh et al. 1994; Baldi et al. 1994; Eddy 1995; Hughey & Krogh 1996; Karplus et al. 1997).

Let X = [x₁,...,xₙ] denote a protein sequence, where each xᵢ is an amino acid residue. Suppose that we are interested in a particular protein family such as immunoglobulins and have estimated an HMM H₁ for this family (for details of the estimation process see, e.g., (Durbin et al. 1998)). We use P(X|H₁) to denote the probability of X under the HMM, and P(X|H₀) to denote the probability of X under the null model. The score used in database search is the likelihood ratio

\[
\mathcal{L}(X) = \frac{\log P(H₁|X)P(H₁)}{P(X|H₀)P(H₀)} \quad (1)
\]

A positive value of the likelihood ratio \(\mathcal{L}(X)\) is taken as an indication that the new sequence X is indeed a member of the family. The constant factor \(\log P(H₁)/P(H₀)\), the log prior odds, provides an a priori means for biasing the decision and does not affect the ranking of sequences being scored.

**Discriminative approaches**

The parameters of a generative model are estimated in such a way as to make the positive training examples, proteins in the family being modeled, very likely under the probability model. In contrast, the parameters of a discriminative model are estimated using both positive training examples and negative training examples, which are proteins that are not members of the family being modeled. The goal in estimating the parameters of a discriminative model is to find parameters such that the score derived from the model can be used to discriminate members of the family from non-members, e.g. such that members of the family receive a high score and non-members receive a low score.

Although the likelihood ratio above is optimal when the HMM and the null model are perfectly accurate models of the data, it can perform poorly when these models are not accurate. This can easily happen with limited training sets (Barrett, Hughey, & Karplus 1997; Park et al. 1998). Discriminative methods can be used to directly optimize the decision rule using both negative and positive examples, and often perform better.

**Kernel methods**

Suppose we have a training set of examples (protein sequences) \(\{X_i\}, i = 1,...,n\) for which we know the correct hypothesis class, \(H₁\) or \(H₀\). In other words, we have a set of protein sequences that are known to be either homologous to the family of interest or not. We model the discriminant function \(\mathcal{L}(X)\) directly via the following expansion in terms of the training examples:

\[
\mathcal{L}(X) = \log P(H₁|X) - \log P(H₀|X) = \sum_{i: X_i \in H₁} \lambda_i K(X, X_i) - \sum_{i: X_i \in H₀} \lambda_i K(X, X_i) \quad (2)
\]

The sign of the discriminant function determines the assignment of the sequences into hypothesis classes. The contribution, either positive or negative, of each training example (sequence) to the decision rule consists of two parts: 1) the overall importance of the example \(X_i\) as summarized with the non-negative coefficients \(\lambda_i\) and 2) a measure of pairwise "similarity" between the training example \(X_i\) and the new example \(X\), expressed in terms of a kernel function \(K(X_i, X)\). The user supplies the kernel function appropriate for the application area. This is the most critical component. The free parameters in the above decision rule are the coefficients \(\lambda_i\); these can be estimated by iteratively maximizing a quadratic objective function as described in (Jaakkola, Diekhans, & Haussler 1998).

**The Fisher kernel**

Finding an appropriate kernel function for a particular application area can be difficult and remains largely an unresolved issue. We have, however, developed a general formalism for deriving kernel functions from generative probability models (Jaakkola & Haussler 1998). This formalism carries several advantages, including the ability to handle complex objects such as variable length protein sequences within the kernel function. Furthermore, the formalism facilitates the encoding of prior knowledge about protein sequences, via the probability models, into the kernel function.

Our approach here is to derive the kernel function from HMMs corresponding to the protein family of interest. We are thus able to build on the work of others towards adapting HMMs for protein homology detection (Krogh et al. 1994; Hughey & Krogh 1996; Karplus et al. 1997). Our use of protein models in the kernel function, however, deviates from the standard use of such models in biosequence analysis in that the kernel function specifies a similarity score for any pair of sequences, whereas the likelihood score from an HMM only measures the closeness of the sequence to the model itself.
We extract and entertain a richer representation for each sequence in the form of what are known as sufficient statistics. In the context of HMMs these statistics are computed with each application of the standard forward-backward algorithm (Rabiner & Juang 1986). The fixed length vector of sufficient statistics contains a value for each parameter in the HMM and these values are the posterior frequencies of having taken a particular transition or having generated one of the residues of the query sequence X from a particular state. The vector of sufficient statistics thus reflects the process of generating the query sequence from the HMM. More generally, they provide a complete summary of the sequence in the parameter space of the model.

The idea of using sufficient statistics as an intermediate representation of the query sequence can be generalized considerably (Jaakkola & Haussler 1998). In the more general treatment, one works not with the vector of sufficient statistics directly but with an analogous quantity known as the Fisher score

$$U_X = \nabla_\theta \log P(X|H_1, \theta)$$

(3)

Each component of $U_X$ is a derivative of the log-likelihood score for the query sequence $X$ with respect to a particular parameter. The magnitude of the components specify the extent to which each parameter contributes to generating the query sequence. The computation of these gradients in the context of HMMs along with their relation to sufficient statistics is described in more detail in (Jaakkola, Diekhans, & Haussler 1998b).

Finding an appropriate kernel function in this new gradient representation is easier than in the original space of variable length protein sequences. We only need to quantify the similarity between two fixed length gradient vectors $U_X$ and $U_{X'}$ corresponding to two sequences $X$ and $X'$, respectively. The kernel function used in our experiments is given by

$$K(X, X') = e^{-\frac{1}{2\sigma^2} \|U_X - U_{X'}\|^2}$$

(4)

as derived in (Jaakkola, Diekhans, & Haussler 1998b).

The scaling parameter $\sigma$ appearing in this kernel was set equal to the median Euclidean distance between the gradient vectors corresponding to the training sequences in the protein family of interest and the closest gradient vector from a protein belonging to another protein fold.

To summarize, we begin with an HMM trained from positive examples to model a given protein family. We use this HMM to map each new protein sequence $X$ we want to classify into a fixed length vector, its Fisher score, and compute the kernel function on the basis of the Euclidean distance between the score vector for $X$ and the score vectors for known positive and negative examples $X_i$ of the protein family. The resulting discriminant function is given by

$$L(X) = \sum_{i:X_i \in H_1} \lambda_i K(X, X_i) - \sum_{i:X_i \in H_0} \lambda_i K(X, X_i),$$

(5)

where $K$ is the kernel function defined above and the $\lambda_i$ are estimated from the positive and negative training examples $X_i$. We refer to this as the SVM-Fisher method.

**Combination of scores**

In many cases we can construct more than one HMM model for the family or superfamily of interest. It is advantageous in such cases to combine the scores from the multiple models rather than selecting just one. Let $L_i(X)$ denote the score for the query sequence $X$ based on the $i^{th}$ model. This might be the score derived from the SVM-Fisher method, Equation (5), or the log likelihood ratio for the generative HMM model, $\log \frac{P(X|H_1)}{P(X|H_0)}$, or even a negative log E-value derived from a BLAST comparison, as described in the methods section. We would like to combine the SVM-Fisher scores for $X$ from all the models of the given family, and similarly with HMM and BLAST scores. Since there is no clearly optimal way to combine these scores in practice, we explore here only two simple heuristic means. These are average score

$$L_{\text{aver}}(X) = \frac{1}{N} \sum_i L_i(X)$$

(6)

and maximum score

$$L_{\text{max}}(X) = \max_i L_i(X),$$

(7)

where in each case the index $i$ ranges over all models for a single family of interest. These combination methods have also been explored in other protein homology experiments (Grundy 1998). The average score method works best if the scores for the individual models are fairly consistent, and the maximum score method is more appropriate when we expect larger values of some individual model scores to be more reliable indicators.

We have found that the maximum score method works better in our experiments with generative HMM models and BLAST scores, so this approach is used there. However, the average score method works better for combining scores from our discriminative models, so it is used in these experiments.

**Experimental Methods**

We designed a set of experiments to determine the ability of SVM-Fisher kernel discriminative models to
recognize remote protein homologs. The SVM-Fisher kernel methods were compared to BLAST (Altschul et al. 1990; Gish & States 1993) and the generative HMMs built using the SAM-T98 methodology (Park et al. 1998; Karplus, Barrett, & Hughey 1998; Hughey & Krogh 1995; 1996). The experiments measured the recognition rate for members of superfamilies of the SCOP protein structure classification (Hubbard et al. 1997). We simulate the remote homology detection problem by withholding all members of a SCOP family from the training set and training with the remaining members of the SCOP superfamily. We then test sequences from the withheld family to see if they are recognized by the model built from the training sequences. Since the withheld sequences are known remote homologs, we are able to demonstrate the relative effectiveness of the techniques in classifying new sequences as remote members of a superfamily. In a sense, we are asking, "Could the method discover a new family of a known superfamily?"

Overview of experiments

The SCOP version 1.37 PDB90 domain database, consisting of protein domains, no two of which have 90% or more residue identity, was used as the source of both training and test sequences. PDB90 eliminates a large number of essentially redundant sequences from the SCOP database. The use of the domain database allows for accurate determination of a sequence's class, eliminating the ambiguity associated with searching whole-chain protein databases.

The generative models were obtained from an existing library of SAM-T98 HMMs. The SAM-T98 algorithm, described more fully in (Karplus, Barrett, & Hughey 1998), builds an HMM for a SCOP domain sequence by searching the non-redundant protein database NR P for a set of potential homologs of the sequence and then iteratively selecting positive training sequences from among these potential homologs and refining a model. The resulting model is stored as an alignment of the domain sequence and final set of homologs.

All SCOP families that contain at least 5 PDB90 sequences and have at least 10 PDB90 sequences in the other families in their superfamily were selected for our test, resulting in 33 test families from 16 superfamilies (Jaakkola, Diekhans, & Haussler 1998b). When testing the recognition of one of these families, the training and test sets were constructed as follows. The positive training examples were selected from the remaining families in the superfamily containing the family in question and the negative training examples from outside of the fold that the family belongs to. The positive test examples consisted of all the PDB90 sequences in the family. The negative test examples were chosen from outside of the fold containing the family and in such a way that the negative examples in the training set and those in the test set never came from the same fold. Figure 1 shows an example of the division.

For each of the 33 test families, all the test examples, both positive and negative, were scored, based on a discriminant function obtained from the training examples for that family. We used various methods, described in the following section, to measure how well the discriminant function performed by assessing to what extent it gave better scores to the positive test examples than it gave to the negative test examples. Using this setup, the performance of the SVM-kernel method was compared to the performance of the generative HMM alone, and to BLAST scoring methods.

Multiple models used

After selecting a test family, we must construct a model for its superfamily using available sequences from the other families in that superfamily. The SAM-T98 method starts with a single sequence (the guide sequence for the domain) and builds a model. In general, there are too many sequences in the other families of the superfamily to consider building a model around each one of them. So we used a subset of PDB90 superfamily sequences present in a diverse library of existing HMMs. The SVM-Fisher method was subsequently trained using each of these models in turn. The scores for the test sequences, given each HMM model, were computed from Equation (5), and the scores obtained based on multiple models were combined according to Equation (6).

Details on the training and test sets

In each experiment, all PDB90 sequences outside the fold of the test family were used as either negative training or negative test examples. All experiments were repeated with the test/training allocation of negative examples reversed. This resulted in approximately 2-400 negative test sequences for most test families. The split of negative examples into test and training was done on a fold-by-fold basis, in such a way that folds were never split between test and train. This insured that a negative training example was never similar to a negative test example, which might give a significant advantage to discriminative methods. In actual applications, this requirement could be relaxed, and further improvements might be realized by using discriminative methods.

For positive training examples, in addition to the PDB90 sequences in the superfamily of the test family (but not in the test family itself), we used all of the
homologs found by each individual \textit{SAM-T98} model built for the training PDB90 sequences.

\textbf{BLAST methods}

Two \textit{BLAST} methodologies were used for comparison, each using WU-BLAST version 2.0a16 (WU-BLAST ; Altschul \& Gish 1996). These are family pairwise search homology methods, as explored in (Grundy 1998). In both methods, the PDB90 database was queried with each positive training sequence, and E-values were recorded. One method, referred to as \textit{BLAST:SCOP-only} in the results section, used positive training examples as defined by (1) above. The other, which we call \textit{BLAST:SCOP+SAM-T98-homologs}, included the \textit{SAM-T98} domain homologs as positive examples, as in (2) above. In both cases, the scores were combined by the maximum method, so the final score of a test sequence in the PDB90 database was taken to be the maximum – \log E-value for any of the positive training example query sequences. This score measures the \textit{BLAST}-detectable similarity of the test sequence to the closest sequence in the set of positive training sequences. In (Grundy 1998), a related combination rule, which instead used the average of the \textit{BLAST} bit scores, was suggested. We tried a similar average method, taking the average of the – \log E-values, which should in theory be more accurate than averaging the bit scores. However, the maximum method performed best, so we report results for that combination method only.

\textbf{Generative HMM scores}

Finally, we also report results using the \textit{SAM-T98} method as a purely generative model. The null model used here is the reverse sequence model from (Park \textit{et al.} 1998; Karplus, Barrett \& Hughey 1998). We used the same data and the same set of models as in the SVM-Fisher score experiments; we just replaced the SVM-Fisher score with the \textit{SAM-T98} score. However, the scores were combined with the maximum method, since that performed slightly better in this case.

In these experiments we also tried two different types of positive training examples. In the first set of experiments, we used only the domain homologs found by the \textit{SAM-T98} method itself as a training set for each HMM. Thus, we simply used the \textit{SAM-T98} models as they were given in the existing library of models. In the second experiment, we retrained each of these models using all of the data in (2) above. That is, using all of the SCOP sequences in the superfamily being modeled (but not in the family itself), and all of the domain homologs found by the given \textit{SAM-T98} model and by the models built from other guide sequences from this superfamily (but not in the family itself). Thus in this latter case, each HMM was trained on same set of positive training examples used by the SVM-Fisher and \textit{BLAST:SCOP+SAM-T98-homologs} methods. Performance was somewhat better in the latter case at higher rates of false positives (RFP, see below), but was worse at lower RFP, making the method of less practical value. Therefore, we report the results of the first experiment here.

\textbf{Results}

Here we provide a comparison of the results of the best performing approaches for each of the methods. Since the numeric scores produced by each method are not directly comparable, we use the rate of false positives (RFP) achieved for each positive test sequence as metric for comparing methods (Park \textit{et al.} 1998). The RFP for a positive test sequence is defined as the fraction of negative test sequences that score as good or better than the positive sequence.

\textbf{G-proteins}

Here, as an example, we look at the results for the \textit{G proteins} family of the \textit{nucleotide triphosphate hydrolases} SCOP superfamily.

The HMMs used in the recognition of members of the \textit{G proteins} family were taken from two other \textit{families} in the superfamily: \textit{nucleotide and nucleoside kinases}, and \textit{nitrogenase iron protein-like}. The positive training examples were the SCOP PDB90 sequences from the other families in the superfamily, along with the HMM domain homologs for the models for the guide sequences.

This experiment tested the ability of the methods...
to distinguish the 8 PDB90 G proteins from 2439 sequences in other SCOP folds. The results are given in Table 1. It is seen that the SVM-Fisher method scores 5 of the 8 G proteins better than all 2439 negative test sequences, and gets a lower rate of false positives than the other methods on the other 3 sequences, with the exception of left-3.

We summarize the performance of the four methods in recognizing this family by looking at two overall figures of merit. The first is the maximum RFP for any sequence in the family. Under this a measure of performance, we get 0.867 for BLAST:SCOP-only, 0.568 for BLAST:SCOP+SAMT98-homologs, 0.007 for SAM-T98, and 0.051 for SVM-Fisher for the G-proteins family.

Since the maximum RFP can be dominated by a few outliers, which for some reason may be particularly hard for a method to recognize, we also consider the median RFP for the sequences in the family. To calculate the median RFP, we require only that at least half of the sequences in the family be recognized, and calculate the maximum RFP for these sequences only. Of course, for each method, different sequences may be included in this “easiest half” of the family. Under this measure of performance, we get 0.378 for BLAST:SCOP-only, 0.330 for BLAST:SCOP+SAMT98-homologs, 0.007 for SAM-T98, and 0.0 for SVM-Fisher for the G-proteins family.

**Overall results**

In Table 2 we give the performance of all four methods on each of the 33 protein families we tested, as measured by the maximum and median RFP. We also computed these statistics for the first and third quartile, and the relative performance of the four methods was similar (data not shown).

A graphical comparison of the overall results for the

<table>
<thead>
<tr>
<th>Sequence</th>
<th>BLAST</th>
<th>B-Hom</th>
<th>S-T98</th>
<th>SVM-F</th>
</tr>
</thead>
<tbody>
<tr>
<td>5p21</td>
<td>0.043</td>
<td>0.010</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>lguaA</td>
<td>0.179</td>
<td>0.031</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>letu</td>
<td>0.307</td>
<td>0.404</td>
<td>0.428</td>
<td>0.038</td>
</tr>
<tr>
<td>lluurA</td>
<td>0.378</td>
<td>0.007</td>
<td>0.007</td>
<td>0.000</td>
</tr>
<tr>
<td>left(3)</td>
<td>0.431</td>
<td>0.568</td>
<td>0.041</td>
<td>0.051</td>
</tr>
<tr>
<td>ldar(2)</td>
<td>0.565</td>
<td>0.391</td>
<td>0.289</td>
<td>0.019</td>
</tr>
<tr>
<td>ltagA(2)</td>
<td>0.797</td>
<td>0.330</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>lgia(2)</td>
<td>0.867</td>
<td>0.421</td>
<td>0.017</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 1: Rate of false positives for G proteins family. BLAST = BLAST:SCOP-only, B-Hom = BLAST:SCOP+SAMT98-homologs, S-T98 = SAM-T98, and SVM-F = SVM-Fisher method.

Figure 2: Here we compare the overall performance for the four methods on the 33 test families. For each family we computed the median RFP for that family, as shown in Table 2. Values for the median RFP are shown on the X-axis. On the Y-axis we plot the number of SCOP families, out of the 33 families that we tested, for which the given method achieves that median RFP performance or better.

33 test families having an low median RFP is given in figure 2.

**Further experiments**

We did further experiments to verify that the SVM-Fisher method was not relying too heavily on length and compositional bias in discriminating one protein domain family from another, as suggested by a referee of this paper. Such information would not be derivable from the test sequence in the case that the domain to be classified is contained in a larger test protein sequence. To simulate this situation, we appended randomly generated amino acids onto the ends of all the sequences in PDB90, creating a set of padded PDB90 sequences that all had length 1200 (the largest domain in PDB90 has length 905). The distribution of these random amino acids was determined from the overall amino acid frequencies in PDB90. The fraction of the padding that occurred at the beginning of the sequence versus at the end of the sequence was determined uniformly at random as well.

We reran the experiments reported above with this padded PDB90 data set. In cases where homologs were used, these were randomly padded as well. Apart from a slight reduction in the amount of improvement over the other methods shown by SVM-Fisher, the results were on average qualitatively similar to those obtained without padding. Details can be found in (Jaakkola,
<table>
<thead>
<tr>
<th>#</th>
<th>Family</th>
<th>Maximum RFP</th>
<th></th>
<th>Median RFP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BLT</td>
<td>BLH</td>
<td>ST98</td>
<td>SVM</td>
</tr>
<tr>
<td>1</td>
<td>Phycocyanins</td>
<td>0.882</td>
<td>0.743</td>
<td>0.950</td>
<td>0.619</td>
</tr>
<tr>
<td>2</td>
<td>Long-chain cytokines</td>
<td>0.847</td>
<td>0.526</td>
<td>0.994</td>
<td>0.123</td>
</tr>
<tr>
<td>3</td>
<td>Short-chain cytokines</td>
<td>0.686</td>
<td>0.658</td>
<td>0.513</td>
<td>0.023</td>
</tr>
<tr>
<td>4</td>
<td>Interferons/interleukin-10</td>
<td>0.613</td>
<td>0.799</td>
<td>0.765</td>
<td>0.119</td>
</tr>
<tr>
<td>5</td>
<td>Parvalbumin</td>
<td>0.098</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>6</td>
<td>Calmodulin-like</td>
<td>0.433</td>
<td>0.002</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>7</td>
<td>Immunoglobulin V dom</td>
<td>0.720</td>
<td>0.115</td>
<td>0.974</td>
<td>0.016</td>
</tr>
<tr>
<td>8</td>
<td>Immunoglobulin C1 dom</td>
<td>0.624</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>9</td>
<td>Immunoglobulin C2 dom</td>
<td>0.263</td>
<td>0.124</td>
<td>0.136</td>
<td>0.019</td>
</tr>
<tr>
<td>10</td>
<td>Immunoglobulin I dom</td>
<td>0.157</td>
<td>0.190</td>
<td>0.251</td>
<td>0.495</td>
</tr>
<tr>
<td>11</td>
<td>Immunoglobulin E dom</td>
<td>0.792</td>
<td>0.797</td>
<td>0.899</td>
<td>0.683</td>
</tr>
<tr>
<td>12</td>
<td>Plastocyanin/azurin-like</td>
<td>0.869</td>
<td>0.895</td>
<td>0.730</td>
<td>0.772</td>
</tr>
<tr>
<td>13</td>
<td>Multidomain cupredoxins</td>
<td>0.775</td>
<td>0.853</td>
<td>0.233</td>
<td>0.360</td>
</tr>
<tr>
<td>14</td>
<td>Plant virus proteins</td>
<td>0.975</td>
<td>0.940</td>
<td>0.782</td>
<td>0.410</td>
</tr>
<tr>
<td>15</td>
<td>Animal virus proteins</td>
<td>0.962</td>
<td>0.907</td>
<td>0.941</td>
<td>0.513</td>
</tr>
<tr>
<td>16</td>
<td>Legume lectins</td>
<td>0.821</td>
<td>0.695</td>
<td>0.613</td>
<td>0.352</td>
</tr>
<tr>
<td>17</td>
<td>Pr. Caryotic proteases</td>
<td>0.962</td>
<td>0.526</td>
<td>0.994</td>
<td>0.123</td>
</tr>
<tr>
<td>18</td>
<td>Eukaryotic proteases</td>
<td>0.846</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>19</td>
<td>Retroviral protease</td>
<td>0.590</td>
<td>0.190</td>
<td>0.183</td>
<td>0.187</td>
</tr>
<tr>
<td>20</td>
<td>Retinol binding</td>
<td>0.827</td>
<td>0.843</td>
<td>0.940</td>
<td>0.121</td>
</tr>
<tr>
<td>21</td>
<td>alpha-Amylases, N-term</td>
<td>0.935</td>
<td>0.953</td>
<td>0.737</td>
<td>0.037</td>
</tr>
<tr>
<td>22</td>
<td>beta-glycanases</td>
<td>0.974</td>
<td>0.939</td>
<td>0.370</td>
<td>0.079</td>
</tr>
<tr>
<td>23</td>
<td>type II chitinase</td>
<td>0.724</td>
<td>0.905</td>
<td>0.945</td>
<td>0.263</td>
</tr>
<tr>
<td>24</td>
<td>Alcohol/glucose dehydro</td>
<td>0.610</td>
<td>0.203</td>
<td>0.050</td>
<td>0.025</td>
</tr>
<tr>
<td>25</td>
<td>Rossmann-fold C-term</td>
<td>0.713</td>
<td>0.883</td>
<td>0.593</td>
<td>0.107</td>
</tr>
<tr>
<td>26</td>
<td>Glyceraldehyde-3-phosphate</td>
<td>0.791</td>
<td>0.537</td>
<td>0.062</td>
<td>0.004</td>
</tr>
<tr>
<td>27</td>
<td>Formate/glycerate</td>
<td>0.702</td>
<td>0.295</td>
<td>0.302</td>
<td>0.074</td>
</tr>
<tr>
<td>28</td>
<td>Lactate&amp;malate dehydro</td>
<td>0.947</td>
<td>0.851</td>
<td>0.132</td>
<td>0.297</td>
</tr>
<tr>
<td>29</td>
<td>G proteins</td>
<td>0.867</td>
<td>0.568</td>
<td>0.428</td>
<td>0.351</td>
</tr>
<tr>
<td>30</td>
<td>Thioltransferase</td>
<td>0.205</td>
<td>0.072</td>
<td>0.986</td>
<td>0.029</td>
</tr>
<tr>
<td>31</td>
<td>Glutathione S-transfer</td>
<td>0.566</td>
<td>0.597</td>
<td>0.825</td>
<td>0.590</td>
</tr>
<tr>
<td>32</td>
<td>Fungal lipases</td>
<td>0.957</td>
<td>0.391</td>
<td>0.089</td>
<td>0.007</td>
</tr>
<tr>
<td>33</td>
<td>Transferrin</td>
<td>0.940</td>
<td>0.859</td>
<td>0.035</td>
<td>0.072</td>
</tr>
</tbody>
</table>

Table 2: Rate of false positives for all 33 families. BLT = BLAST:SCOP-only, BLH = BLAST:SCOP+SAMT-98-homologs, ST98 = SAMT-98, and SVM = SVM-Fisher method.
of HMMs, whereas the tests in (Grundy 1998) were for finding sequences that were mostly in the same family as the training sequences. Furthermore, the families in (Grundy 1998) were not defined by structure using SCOP, but rather by sequence similarity itself. There were also differences in the construction of the HMMs. Our experimental results show, however, that it may be wise to build more powerful, discriminatively trained protein classification methods on top of HMM methods, rather than replace HMM methods with combinations of BLAST scores.

The discriminative SVM-Fisher method relies on the presence of multiple training examples from the superfamily of interest, and works best when these training sequences are not the same as those used to estimate the parameters of the underlying HMM. This presents us with an allocation problem, i.e., which sequences should be used for estimating the parameters of the HMM and which ones left for the discriminative method. This issue becomes especially important in cases where there are relatively few known sequences and homologs in the superfamily of interest. A possible solution to this problem and one that we have already successfully experimented with, concerns the use of generic protein models rather than those tuned to the particular family of interest. By generic models we mean HMMs constructed on the basis of statistical properties of short amino acid sequences that map on to structurally conserved regions in proteins (Bystroff & Baker 1997). Since the role of the HMM in our discriminative formalism is to provide features relevant for identifying structural relationships, the use of such generic models seems quite natural.

A generic model could also be trained as a single multi-way protein domain classifier, replacing the set of two-way classifiers we built for the experiments reported in this paper. It remains to be seen if this will be an effective way to construct a multi-way protein domain classifier, as compared to using some combination of the existing two-way classifiers. The lower rates of false positives achieved by our current two-way classifiers make us hopeful that an effective multi-way classifier can be built using some version of the SVM-Fisher method.

In the future, it will also be important to extend the method to identify multiple domains within long-protein sequences. Since our experiments with artificially padded sequences were successful, we are confident that these methods can be adapted to the identification of multiple domains. However this work remains to be done. Finally, while this discriminative framework is specifically developed for identifying protein homologies, it naturally extends to other problems in biosequence analysis, such as the identification and classification of promoters, splice sites, and other features in genomic DNA.
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