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Abstract
This paper addresses large-scale regression tasks using a novel combination of greedy input selection and asymmetric cost. Our primary goal is learning envelope functions suitable for automated detection of anomalies in future sensor data. We argue that this new approach can be more effective than traditional techniques, such as static red-line limits, variance-based error bars, and general probability density estimation.

Introduction 1
This paper explores the combination of a specific feature selection technique and an asymmetric regression cost function which appears promising for efficient, incremental data-mining of large multivariate data.

Motivating this work is our primary target application of automated detection of novel behavior, such as spacecraft anomalies, based on expectations learned by data-mining large data bases of historic performance. In common practice, anomaly detection relies heavily on two approaches: limit-checking (checking sensed values against typically-constant, manually-predetermined "red-line" high and low limits) and discrepancy-checking (comparing the difference between predicted values and sensed values). Whereas red-lines tend to be cheap but imprecise (i.e. missed alarms), prediction approaches tend to be expensive and overly precise (i.e. false alarms).

The framework developed in this paper provides a means to move incrementally from (loose) red-line quality to (tight) prediction-quality expectation models, given suitable volumes of representative historic training data. We independently learn two function approximations — representing the best current estimates of the high and low input-conditional bounds on the sensor’s value. In the extreme initial case where the only input to these functions is a constant bias term, the learned bounds will simply reflect expected maximum and minimum values. As additional input features (e.g. sensors or transforms such as lags or means) are selected, these limit functions converge inwards.

A key underlying motivation is that a fault typically manifests in multiple ways over multiple times. Thus, especially in sensor-rich domains common to data-mining, some predictive precision can often be sacrificed to achieve low false alarm rates and efficiency (e.g. small input/weight sets).

The following section presents a simple formulation for learning envelopes. The next two selections introduce our feature selection method and asymmetric cost function, respectively. We then present performance on a real-world NASA example.

Bounds Estimation
We define the bounds estimation problem as follows:

Definition 1 (Bounds estimation) Given a set of patterns P, each specifying values for inputs x1, ..., xd and target y generated from the true underlying function y = f(x1, ..., xd) + ε, learn high and low approximate bounds yL = fL(x1, ..., x1) and yH = fH(x1, ..., xH), such that yL ≤ y ≤ yH generally holds for each pattern, according to given cost functions.

We allow any 1 ≤ l ≤ d, 1 ≤ h ≤ d, d ≥ 1, D ≥ 0, making explicit both our expectation that some critical inputs of the generator may be completely missing from our patterns and our expectation that some pattern inputs may be irrelevant or useful in determining only one of the bounds. 2 We also make the standard assumption that the inputs are noiseless whereas the target has Gaussian noise defined by ε.

To simplify discussion, we will usually discuss learning only high bounds yH; the low bounds case is essentially symmetric. An alarm occurs when output yH is below the target y, and a non-alarm occurs when yH ≥ y. We will call these alarm and non-alarm patterns, denoted by sets Pa and Pn, respectively, where N = |P| = |Pa| + |Pn|.

1Copyright © 1997, American Association for Artificial Intelligence (www.aaai.org). All rights reserved.

2We assume x1 is a constant bias input of 1 which is always provided. For meaningful comparisons, other inputs with effective weight of zero are not counted in these dimensionality numbers D, d, h, and 1.
This paper focusses on linear regression to perform bounds estimation, both for simplicity and because our larger work stresses heuristics for identifying promising explicit nonlinear input features, such as product terms (e.g. (SM91)). Nevertheless, the concepts discussed here should be useful for nonlinear regression as well.

Let \( X \) be a \( N \)-row by \( d \)-column matrix \(^3\) of (sensor) inputs where each column represents a particular input \( x_i \) and the \( p \)-th row is a row-vector \( X(p) \) specifying the values of each input for pattern \( p \). Similarly, let \( Z \) be a \( N \)-row by \( s \)-column design matrix, where each column \( i \) represents a particular basis function \( g_i(x_1, \ldots, x_d) \) and each row is the corresponding row-vector \( Z(p) \). For each function approximation, such as \( f_H \), there is a corresponding design matrix \( Z_H \) of \( z_i \) columns and containing row-vectors \( Z_H(p) \). Let \( W_H \) represent a \( z_i \)-row column-vector of weights and \( Y_H \) represent a \( N \)-row column-vector of outputs such that \( Y_H = Z_H W_H \), and similarly for others (i.e. for \( f_L \) and \( f_M \)).

The simplest and perhaps most popular way to estimate bounds is to use variance-based error bars. This requires estimating the input-conditional means \( y_M = f_M(x_1, \ldots, x_m) \) \((1 \leq m \leq d)\) and the input-conditional variance \( \sigma^2 \). The bounds for each pattern can then be computed as \( \nu_H = y_M + k \cdot \sigma \) and \( \nu_L = y_M - k \cdot \sigma \), with \( k=2 \) yielding 95% confidence intervals under ideal statistical conditions. Standard linear regression via singular value decomposition (SVD) can find least-squared estimates \( y_M = Z_M W_M \) and variance can be estimated as follows (Bis95):

\[
A = \alpha I + \frac{\beta}{N} \sum_{p \in P} Z_M^{(p)} (Z_M^{(p)})^T
\]

and

\[
(\sigma^2)^{(p)} = \frac{1}{N} \sum_{p \in P} Z_M^{(p)} A^{-1} (Z_M^{(p)})^T,
\]

where \( \beta \) reflects intrinsic noise and \( \alpha \) is a small factor ensuring the Hessian \( A \) is positive definite.

However, as the following artificial examples will illustrate, estimating \( \nu_L \) and \( \nu_H \) by estimating \( y_M \) using all \( d \) inputs and standard sum of squares cost functions is problematic for large high-dimensional data sets.

**Artificial Example**

For simple illustration, we will discuss our techniques in terms of the following simple example. We generated \( N=100 \) patterns for \( d=10 \) inputs: bias input \( x_1 = 1 \) and 9 other inputs \( x_2, \ldots, x_{10} \) randomly from \([0,1]\). As in all later examples, we normalized each column of \( Z_M \) (except the first (bias) column) to have mean 0 and variance 1. First consider the case where \( Z_M = X_M \) — i.e. where no feature selection is used. Figure 1 summarizes example results using SVD on all inputs. Note that this can yield significant weight to irrelevant terms (e.g. \( x_1 \)), when attempting to fit nonlinear terms (e.g. \( x_2 \) * \( x_3 \)) in the target. \(^5\)

**Feature Selection**

We are concerned with regression tasks for which the potential design matrix dimensionality is typically in the hundreds or more, due to large numbers of raw sensors and basis function transforms (e.g. time-lagged values and time-windowed mins and maxes). Despite the relative cheapness of linear regression, its complexity is still quadratic in the number of input features \( O(N \times d^2) \). Therefore, we desire a design matrix \( Z \) much smaller than the potential size, and even much smaller than the input matrix \( X \) of raw sensors. Standard dimensionality-reduction methods, such as principal component analysis, are often insufficient. Sensors are often too expensive to be redundant in all contexts.

Whereas constructive methods are often used to incrementally add hidden units to neural networks (e.g. (FL90)) similar attention to incremental selection of inputs per se is relatively rare. The statistical method of forward subset selection (Orr96) is one option. However, efficient formulations are based on orthogonal least squares, which is incompatible with the asymmetric cost function we will soon present.

Instead, we adopt the greedy methods for incremental hidden unit addition to the problem of input selection. Since input units have no incoming weights to train, this amounts to using the same score function as those methods, without the need for any optimization. The basic idea is that each iteration selects the candidate unit (or basis function, in our case) \( U \) whose outputs \( u \) covary the most with the current error residuals \( e \). Fullman (FL90) proposed using the standard covariance definition, to give a simple sum over patterns, with mean error \( \bar{e} \) and mean (hidden) unit output \( \bar{u} \):

\[
S1 = \sum_{p \in P} (e(p) - \bar{e}) (u(p) - \bar{u})\]

Kwok recently proposed a normalized refinement (KY94) \( S2 = (e^T u)^2 u^T u \)

Like Kwok, we have found score \( S2 \) to work somewhat better than \( S1 \). We note that Kwok’s score is very similar to that of forward subset selection based on orthogonal least squares: \( S3 = (Y_M^T A^{-1} A^{-1} Y_M)^2 \), where the \( A \) terms represent outputs of \( U \) made orthogonal to the existing columns in the current design matrix. Although Kwok did not note this relation, it appears that \( S2 \)’s scoring via covariance with the error residual provides essentially the same sort of orthogonality. \(^5\)

\(^5\)For SVD fits, we report “alarm” statistics as if \( Y_H = Y_M \), to illustrate the degree of error symmetry. Actual alarms would be based on error bars.
We start with a small design matrix $Z_M$ that contains at least the bias term ($g_1$), plus any arbitrary basis functions suggested by knowledge engineers (none for examples in this paper). At each iteration round, we compute the column vector of current error residuals $e = y_M - y$ for all patterns and add to $Z_M$ the input $U$ with the highest $S_2$ score.

Artificial Example Using Feature Selection

The result of our feature selection method on our artificial example is summarized in Figure 2. Note that while the most relevant inputs are properly selected first, the nonlinear term in the target causes $x_3$ to be selected — even though its resulting weight does not (and cannot, using linear estimation alone) reflect the true significance of $x_3$.

**Figure 2: Feature selection: nonlinear target**

Regressions and error bars for $\alpha = 1.0 \times 10^{-2}$ and $\beta = 10$; target in bold.

Asymmetric Cost Function

Probability density estimation (PDE) approaches (e.g., [WS95]) are more general than error bars (e.g., [NW95]). However, PDE is also more expensive, in terms of both computation and amounts of training data required to properly estimate the input-conditional probabilities across the entire output range. For example, consider learning worst and best case complexity bounds for quicksort (i.e. $O(N^2)$ and $\Omega(N\log N)$). The variances between the expected case and the worst and best cases are not symmetric, making error bars inappropriate. Whereas PDE would learn more than is required for the bound estimation task per se.

Our basic intuition is that the cost function should discourage outputs below (above) the target for learning high (low) bounds. To do this, we split the task of bounds estimation into two independent regressions over the same set of patterns $\mathcal{P}$ — one to learn the expected high bound $f_H$ and one to learn the expected low bound $f_L$. Figure 3 defines respective asymmetric cost functions for errors $E_H$ and $E_L$ over $\mathcal{P}$.

$$E_H = \begin{cases} P_{H_n}(y_H - y)^R_{H_n} & \text{if } y_H \geq y \\ P_{H_n}(y_H - y)^R_{L_n} & \text{if } y_H < y \end{cases}$$

$$E_L = \begin{cases} P_{L_n}(y_L - y)^R_{L_n} & \text{if } y_L \leq y \\ P_{L_n}(y_L - y)^R_{H_n} & \text{if } y_L > y \end{cases}$$

**Figure 3: Asymmetric high/low cost functions.**

Parameters: $P_{H_n}, P_{L_n}, P_{L_n} \geq 0; R_{H_n}, R_{L_n}, R_{L_n} \geq 1$.

We can favor non-alarms (i.e. looseness) over alarms (incorrectness) by making $P_{H_n} > P_{L_n}$. This is analogous to the use of nonstandard loss functions to perform risk minimization in classification tasks ([Bi95]).

The special symmetric case of $P_{H_n} = P_{L_n} = P_{L_n} = 1$ and $R_{H_n} = R_{L_n} = R_{L_n} = 2$ gives standard least-squares regression. Thus, in the limit of sufficient inputs and training patterns, both bounds can converge to the standard means estimation (i.e. $f_M$).

Efficient Training

Our asymmetric cost function is incompatible with standard linear regression methods based on SVD. Instead, we batch optimization via Newton’s method ([Bi95]): $w_H(t) = w_H(t - 1) - \frac{w}{\partial w} \sum_{p \in \mathcal{P}} (y_H - y_p)^2$. For each epoch $t$, where $g$ is the z-row vector gradient of elements in $\frac{\partial E_H}{\partial w}$ and $A$ is the $z \times z$ Hessian matrix of elements in $\frac{\partial^2 E_H}{\partial w \partial w}$. For each pattern $p \in \mathcal{P}$:

$$y_H = \sum_{i=1}^{z} w_i z_i,$$

$$w_H(z) = \begin{cases} \{ (\mathbf{P}_{H_u} R_{H_u} \mathbf{A} \mathbf{P}_{H_u})^{-1} \\ \{ \mathbf{P}_{H_u} R_{H_u} \mathbf{A} \mathbf{P}_{H_u} \}^{-1} \end{cases}$$

**Figure 3: Asymmetric high/low cost functions.**

Parameters: $P_{H_u}, P_{L_u}, P_{L_u} \geq 0; R_{H_u}, R_{L_u}, R_{L_u} \geq 1$.
Spot-Checking for R and P Parameters

Instead of attempting to find optimal values for R, P parameters, we currently spot-check generally useful combinations, such as: \( R_{Ha} \in \{1, 2\}, P_{Ha} \in \{2, 10, 20\}, P_{Ha} \in \{0.0001, 1e-5, 1e-10, 1e-15\}, P_{Ha} = 1.0000\). We train to obtain weight vectors for each combination and then select the weights giving smallest cost (using common set of reference parameters, such as \( R_{Ha} = 2, P_{Ha} = 2, P_{Ha} = 0.0001, P_{Ha} = 1\)) on validation data. For large data sets, training first with various R and P on small random subsets often quickly identifies good values for the whole set.

Feature Selection With Asymmetric Cost

Our earlier definition of feature selection score \( S_2 \) as

\[
S_2 = \frac{\sum_{i \in P} \sigma_i}{\sqrt{\sum_{i \in P} \sigma_i^2}}
\]

Features likely to reduce the most costly errors, while still measuring covariance with respect to the true error residuals \( e = y - \hat{y} \), not the asymmetric errors.

This framework supports an anytime approach to large-scale incremental regression tasks. Highly-asymmetric cost can allow useful bounds even when only a small subset of the relevant features have yet been identified. Incorporating feature-construction (e.g. (SM91)) is one key direction for future work.
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