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Abstract

We consider the problem of enabling an autonomous mobile robot to get from one specified point in its environment to another. The solution to this problem requires the robot to build the representations of its environment to enable it to determine its current location, its destination, and how it can get from one to the other. Many pitfalls have been found trying to achieve the goal of a robustly navigating robot. Among these are: difficulty in getting good sensor information about the robot's world and difficulty dealing with changing environments. Given these two problems, a third question emerges which is, how does the robot deal with uncertainty both in its environment and in its own position within that environment.

In this paper, we report on algorithms and sensor designs intended to improve the performance of a mobile robot in navigational tasks. These include (i) a simple laser rangefinder designed to give accurate point-and-shoot range readings, (ii) an algorithm enabling the robot to identify which areas of its environment have remained static over time and those which have been particularly time-varying, and (iii) an algorithm for localization of a mobile robot using a previously constructed model of the world and current sensor readings. These ideas allow a robot to plan and perform experiments to obtain needed information about its environment. We are implementing these ideas on mobile robotic platforms at the Cornell Robotics and Vision Laboratory. All of these ideas are at least partially implemented, and preliminary experimental results are included to demonstrate proof of concept for these algorithms and sensors.

1 Introduction

We would like to build a robot which can, for a reasonable class of environments, fulfill tasks of the form "go to \( z \) and get \( y \)," or perhaps "take \( z \) to \( x \)." We would like to be able to specify \( x, z, y \), and \( z \) in the same form to our robot that we would to another human being. We realize that we will not soon be able to specify such \( x \) or \( y \) as "Debbie's office," or "the Intel package," but we still wish to enable the robot to build a representation of its environment which we can annotate with information such as "location \( x \) is Debbie's office," or "the Intel package is an object meeting description \( y \), and have the robot be able to go to \( x \) and locate \( y \)." Much work has been done on building and using representations of the environment (particularly representations built by the robot without human intervention) for navigation, and some progress has been made. A lot of work remains to be done.

A number of difficulties have prevented the completely successful implementation of a navigating robot. Most of these problems stem from sensing and control uncertainty in any navigational system, and from the difficulty of maintaining an accurate representation of a robot's environment as it changes over time. The following sections briefly discuss some previous efforts made to overcome these difficulties, and present our approaches to solving some of these problems. Section 2 describes the experimental apparatus which we are using to explore these issues. Section 3 describes some map-making tactics for dealing dynamic environments. Section 4 describes algorithms for reducing a robot's uncertainty of position. These results are computational geometry algorithms providing metrics for shape comparison. These algorithms were originally designed for use in model-based recognition systems for computer vision applications. We will show that, by applying these algorithms to rasterized maps, in place of greyscale images, several of these algorithms have significant potential to improve the performance of mobile robots performing navigation-oriented tasks.

1.1 Key Ideas

Here are some ideas that our paper foregrounds. We discuss how mobile robotic systems may benefit from tailoring sensors to meet the spec of map-making
and localization algorithms. This exploits a kind of "impedance matching" between the uncertainties inherent in the sensors and those tolerated by the algorithms. In particular, we consider time-varying, uncertain environments of which the robot has no prior model. Second, we attempt to place landmark recognition on a firm algorithmic footing. Third, we attempt to integrate algorithms for map-making, localization, and landmark recognition with path planning and navigation algorithms. We do this within the common framework of rasterized computational geometry. Fourth, the techniques above permit us to investigate a robot system which can perform experiments to gain information about the environment, as driven by the demands of the task. Finally, we attempt both predictive and post-hoc analyses of the performance and competence of our system. The predictive analyses devolve to exploiting of the mathematical properties of the underlying algorithms (particularly shape metrics) and their computational complexity. The post-hoc analyses result from experimental studies performed on our implemented mobile robot system.

2 The Robot

Our lab has four Cornell Mobile robots (figure 1), built on Real World Interfaces B12 Mobile Robot Bases. We have equipped these bases with RWI modular enclosures, enabling us to put computational resources and sensory devices onto the robots in a modular fashion. The robot on which we performed most of the experiments written about here is equipped with a ring of RWI-built sonar transducers, an array of infrared proximity sensors, a set of bump sensors, and a laser range finder. The laser range finder is the most important sensory device for this paper, providing accurate point-and-shoot distance measurements. It is worth spending a couple of paragraphs discussing the design of the sensor, and showing a map which our robot has built using data obtained from the sensor. The robot is run by a Cornell Generic Controller, based on the Intel 80C196KB microcontroller, which is used to control the sensors and actuators on the robot, and a Gespak 68K single board which is running a version of Scheme modified to run on the robot. The Scheme environment allows the mobile robot to be programmed in a high level language, and with an easy to use execution and debugging environment. This is accomplished by tying the Scheme read-eval-print loop running on the Gespak to a Sparcstation running Sun Common LISP. The symbol table and other sorts of information which are needed for a symbolic debugger are kept in the Sparcstation, allowing the Scheme to run efficiently on the smaller processor in the robot, while supplying the user with a nice environment. Scheme programs running in the robot are self-contained, and we can run the robot independently by unplugging the communications tether from the read-eval-print loop. When unplugged, the robot can execute Scheme programs; when plugged in to the Sparcstation, it can be debugged easily—the environment supports downloading of byte-compiled code to the robot, as well as the defining of new functions within the read-eval-print loop running on the robot. For a more detailed survey of this environment, see [RD92].

The laser range finder on the robot consists of three laser diodes, a video camera, and a simplified "partial" frame grabber designed in our lab. The diodes are configured to project three parallel beams. The video camera and the frame grabber are configured to take a picture of the projection of the diodes into the environment. Once the picture is grabbed, it is simple to find the bright spots in the image which image the intersection of the laser beams with the environment (we put a red filter on the camera to reduce the brightness of ambient light and use lowpass filtering to emphasize the spots we are looking for). A small amount of simple trigonometry computes a pair of range values which are very accurate over the range of 300 to 3000 mm. The accuracy is typically better than 10 mm in cases where the returned value is approximately correct; in the vast majority of cases, the reading returned by the ranger is either correct to within 10 mm, or takes on an impossible value (less than 200 mm or greater than 5-10 meters). In addition, since the range information is contained primarily in the locations of the left and right diode spots, the ranger is capable of observing fairly sharp discontinuities in the world—the spot being measured is small enough that boundaries are typically not blurred. We designed the ranger to provide a pair of measurements with a center reference point (the middle beam) so that we can also compute a local surface normal. The partial frame grabber digitizes only a portion of the video picture. This enables the grabber to utilize a fairly modest hardware design. The grabber consists of an Intel 80C196KB microcontroller, 8K of EPROM, 512K of static RAM divided between the digitizer and the processor, and some support hardware. It allows the acquisition of anywhere from a single scan line up to 1/4 of a full frame. Image acquisition can be done at full frame rate if processing
requirements are small; we can acquire an image and perform ranging computations at a rate of 15 rangings per second. The rangefinder (the diodes, the camera, and the frame grabber) is mounted on a pan/tilt head designed and fabricated in our lab. This is a two stage platform which enables the rangefinder to be servoed in a circle (parallel to the ground) at speeds of up to at least 1Hz, and tilted to point in any direction within plus and minus 30 degrees of horizontal. This is an important part of the system, as it allows us to point the ranger in any direction we want without having to turn the robot, and allows us either to automatically scan the world around the robot, or to direct the ranger's attention to a particular point in the world.

Figure 2a shows a sketch of part of the lab. It shows a couple of walls, a cardboard box, and a table turned on its side. This is a slightly engineered environment, in the sense that the upturned tables are easier to see than they would be when upright. This is due entirely to the height of the table being greater than that of the robot and to the difficulty in noticing small items like table legs in a small number of ranging probes (it's too easy to look straight "through" the leg). Figure 2b shows a piece of map obtained by scanning the rangefinder around a circle several times while moving the robot in a straight line. The map was generated using a simplified form of the statistical occupancy grid representation used by ([ME85, Elf87]), described in more detail in section 3.1. The robot updated the map with each range reading by lowering the probability of occupancy of any cell lying along the interior of the range line, and raising the probability of occupancy of the cell which contains the terminus. The update rule used was the following: If a cell registers as empty during a particular update, its probability of occupancy is multiplied by a value $\alpha$ less than one; if it registers as occupied, its probability ofemptiness (one minus the probability of occupancy) is multiplied by $\alpha$. We have used a value for $\alpha$ of 1/3 with good results. The map is a three valued representation obtained by thresholding the occupancy grid at two different values (in this case, 0.25 and 0.55), in which black represents object boundaries, white represents free space (with relatively high confidence), and grey represents places of unknown occupancy (either from contradictory readings or from not having looked —grey includes places the ranger has never seen because of occlusion). The rangefinder did a reasonable job of mapping the part of the environment it was able to examine. Comparison of the map to the physical environment shows that the parts of the map which appear flat are, in fact, placed with good accuracy. Whether the recognition of these clusters of dark pixels as line segments can be successfully automated has yet to be tested in this particular application, but the specific map shown proved amenable in experiment to edge detection and segmentation, using algorithms developed for computer vision applications.

3 Map-Making Algorithms

A map is a data structure representing part of the world. In the context of robotics, a map is a representation which can be used to accomplish tasks. Many researchers have developed algorithms for building representations of the environment from data returned by range sensors, primarily using sonar transducers. This section will begin by reviewing a few important results in map-making. From there, we'll go on to show how these results can be used to launch more sophisticated systems, by using an improved range sensor and by creating more sophisticated algorithms.

3.1 Previous Work in Map-Making

Maps for robotic navigation come in several flavors: grid-based and feature-based are the two largest divisions in the classification of maps, with feature-based maps divided into those with and those without a "strong" sense of geometry. Strong geometry in this context means that features are annotated with spatial coordinates, as opposed to simply topological connectivity information. Grid-based maps and feature-based maps equipped with geometry are typically built...
where the robot can use some form of odometry as at least a part of its navigational program. Feature-based maps with limited strong geometry are generally used when the navigation program is designed to go from recognizable place to recognizable place without using coordinates or odometry, either of places in the world, or of its current position. Conceptually, grid-based maps resemble large checkerboards, while feature-based maps are planar graphs with nodes representing locations and edges representing actions to move between them.

One important method is the statistical occupancy grid method used by Moravec and Elfes [Elf87, ME85]. This method was developed to make maps from data returned by sonar transducers, using statistical methods to produce a map which could be expected to be far more accurate than any individual sonar reading used to generate it. The method is essentially the following: initially, every cell in the grid is occupied with probability one half. After a sonar ping (or other range reading), the cell which is in the direction pinged at the distance value returned by the sensor has its probability of occupancy raised using a bayesian model. All cells in the direction pinged closer to the robot than that distance value have their occupancy probability lowered using the same model.

This is based on the notion that if one gets a range value at (say) ten feet, then there probably is something there, and there probably is not anything in that direction closer than ten feet. Since we don't trust our range sensors unconditionally, we use the statistical occupancy method rather than just a binary map representation. The enhancement is presented as a modification of the statistical occupancy grid algorithm, but it should be stressed that the idea of annotating map features with variability values can be applied to many different world representations. The main purposes for selecting the statistical grid are the ease of implementation, and also the ease of explanation that a simple representation such as this one has to offer. Another major advantage of a grid-based representation is that it admits easy use of rasterized algorithms. A rasterized algorithm employs the following technique: given a geometric description (for example, lists of edges or vertices), convert that description to a grid by digitizing the primitives (in essence, "plotting" geometric primitives in the description on an initially blank bitmap). Given an algorithm that runs on geometric descriptions, convert (by hand) the algorithm to perform on a discretized grid. This procedure is analogous to discrete approximation of differential equations describing a physical system, enabling finite grid methods to be used to simulate the system. We are finding that algorithms operating on discretized arrays are useful, in that they are often easier to implement than the original combinatorial algorithms, and they often run faster. [LRDG90] exemplifies how rasterization can be applied to robotics algorithms.

We propose adding the following to the grid maintenance algorithm: Keep track, for each cell in the grid, not only of probability of occupancy, but of the derivative, with respect to time, of that probability. To be more precise, let \( \rho \) be the statistical occupancy grid representing a given environment. \( \rho(x, y, t) \) is the probability of occupancy of cell \((x, y)\) at time \(t\). We want to keep track of the time derivative of this function, \( \dot{\rho} = \frac{\partial \rho}{\partial t} \). \( \rho(x, y, t) \) is the rate at which cell \((x, y)\) is changing at time \(t\). Now, define \( \Gamma \) to be the time integral of the absolute value of \( \dot{\rho} \):

\[
\Gamma(x, y, t) = \int_{t_0}^{t} |\dot{\rho}(x, y, \tau)| d\tau
\]

\( \Gamma(x, y, t) \) is a measure of the total amount of change in cell \((x, y)\) since some specified time \(t_0\). In practice, we approximate \((1)\) using finite differences. If we were to compare \( \Gamma \) for cells in a grid to the "real world" areas they represent, we would expect to find the following: Things like cabinets and walls which seldom move would have very small values of \( \Gamma \); the same should be true for open spaces which are seldom if ever occupied. On the other hand, if we found a group of cells which had large values for \( \Gamma \), we'd likely find that they were things like doors, chairs, or very slow graduate students, to name a few. This is particularly true if we use a high-accuracy sensor, such as a
laser ranger, where we expect few spurious changes in occupancy probabilities; it is less true if we use sensors which are noisy or which have large sensing areas, such as sonars. That is, $\Gamma$ measures $\Delta$ (signal), equal to $\Delta$ (world + noise). In order for $\Gamma$ to be a useful value, $\Delta$ (noise) must be small. It may be possible to recognize doors, not by their shape but by the fact that they are thin rectangular areas which have high $\Gamma$ values, from being closed part of the time and open part of the time. It's certainly the case that, even if the robot cannot segment out and recognize things like doors, one can configure the planner used by the robot (for example, our system incorporates a path planner, based on [LRDG90]) to treat spaces which, at a current time $t_1$ have low values for $\rho(x, y, t_1)$ but high values for $\Gamma(x, y, t_1)$ as dangerous. Unless the map's information on such areas is very recent or the robot can directly sense that the space is, in fact, open, the planner should avoid them. This information is very useful to a navigational planner; when the robot is using that planner is called on to navigate from one part of the world to another, the planner can plan its navigation strategy based on the current values of $\Gamma$: If, in the map which represents the current value of $\rho$, there is an open path on which all cells have low $\Gamma$ values, then the navigator can choose to follow that path, with reasonable confidence that it will be able to achieve its objective (this can be implemented easily by thresholding on the value of $\Gamma$). If, on the other hand, the most attractive path to the goal passes through cells with high $\Gamma$ values, the planner will need to engage in active sensing by planning an experiment to go and find out whether those cells are, in fact, currently open. It could find this out by going where it can see those cells and using its ranger to determine if it can see through those cells. If the cells are currently open, the robot can proceed; otherwise it must recover by planning another path to its goal. Thus, the robot can base its actions on its need for information. If the short-cut is open, the robot can pass on through, but it must be prepared to plan for going the long way around, if necessary.

The preceding paragraphs presented some of ideas used to build internal representations of the world. In addition, we presented some advanced ideas for making better internal representations, representations which are more suitable for a robot operating over an extended period of time in a dynamic environment—we provide the robot not only with information about the state of parts of the environment the last time it saw them, but with some idea of how meaningful older pieces of information about the environment are. This allows the robot to plan experiments to gather information it needs from its environment. It should be emphasized that, given appropriate sensor technology, for example the laser ranger described earlier, the ideas presented here are easy to implement, due to their simplicity. So, the extent to which they are useful depends a lot on the accuracy of the sensors being used, and in the time-varying case, on whether the robot senses and computes quickly enough to be able to sense changes in the environment—if the world changes too quickly, then the robot will have difficulty keeping up. Our robot's behavior in experiments run with a preliminary implementation of these ideas has been promising; further testing is required and is ongoing; further results will be forthcoming.

## 4 Mobile Robot Localization

Localization is the process of determining the robot's location within the environment. More precisely, it is a procedure which takes as input a map, an estimate of the robot's current pose, and a set of sensor readings. Any of these may be incomplete, and all are tolerated by error bounds. The output is a new estimate of the robot's current pose. By pose, we mean either the position and orientation of the robot in the world or, "equivalently" (in a sense we make precise below), the translation and rotation necessary to make a set of sensor readings (or a partial map, built from those readings) best match an a priori, global map. In this section, we will explore some work that has been done on localization and our chief result for this paper, which is the application and modification of some computational geometry algorithms, developed primarily for model-based recognition in computer vision, to the task of localizing a point robot in a planar environment.

### 4.1 Why Localization?

In the domain of robotic manipulator arms, position sensing is a sensing primitive—it is typically possible to get a position reading which is within some (small) error bound of the actual position of the manipulator. This is because, with a manipulator arm, there is typically a stationary base to which the robot is rigidly attached; determining position becomes a matter of reading joint angles and performing kinematic calculations. With mobile robots, these assumptions to not hold, and odometry from wheel shaft encoders is fraught with error. One early method devised for tracking the position of a moving object is dead reckoning. Dead reckoning is, simply put, starting from a known position and computing current position by integrating velocity over time. The idea is, if you move distance $r$ in direction $\theta$, you can add the vector $(r, \theta)$ to your original position to obtain your new position. This is fine, in principle, but it works extremely poorly in practice. The reason is control and sensing uncertainty. For example, suppose a robot has perfect orientation sensing and can sense distance moved to within one centimeter per motion. Then, after 100 motions, it only knows its position to within one meter. Even these assumptions (perfect orientation, 1cm accuracy in translation) are actually optimistic, particularly if the robot is allowed to translate and rotate simultaneously. Used as the only sensor, dead reckoning is practically useless.

With this in mind, researchers have developed a number of techniques for reducing the robot's positional uncertainty. One of the easiest ways to reduce uncertainty is to have the robot build a graph (whose nodes represent individual locations in its environment) chosen so that movement between states can be represented with deterministic transitions. Since the nodes of these graphs are essentially the recognizable states of the robot's environment, the robot is perfectly localized with respect to its map as long as it knows with certainty that it is in a particular single node of its map. If dead reckoning is good enough to get it from one state to another reliably, then using
dead reckoning to move between states introduces no extra uncertainty. This is one of the underlying concepts behind, for instance, the navigation techniques used in [Mat90].

Work has also been done toward developing localization techniques and algorithms for geometric representations. Having developed the statistical occupancy grid representation, Moravec and Elfes [ME85] went on to develop an algorithm for matching two maps. This algorithm returned the pose which would best match one map to the other. This allowed the robot to compare its current map, constructed from current sensor data, to an a priori, earlier map, and determine what positional and orientational error might have been introduced during motion about the environment. This early localization algorithm was unsatisfactory for a variety of reasons. One disadvantage was that their algorithm compared two complete maps, rather than comparing a purely local map, reconstructed from local sensory data, to a previously constructed global map. Another disadvantage was that the measure of similarity in [ME85] lacked a mathematical property that we desire: We want the similarity values obtained by comparing a pair of maps at adjacent (or nearby) poses to be roughly the same. We call this property \textit{locality}, and define it more formally in section 4.2.

A later algorithm, from the computational geometry community, provides a theoretical approach to robot localization. Guibas, et al, in [GMR91], present the localization problem as a matching problem between an environment polygon and a "star-shaped" visibility polygon representing the output of a swept range finder. This algorithm provides a list of poses; each is a point within the environment polygon from which the view is consistent with the star-shaped polygon. The two main \textit{lacunae} of this result are (i) there is no attempt to deal with uncertainty, and (ii) this result assumes a static environment—the algorithm is optimized with preprocessing to allow quick processing of queries. Note that these problems are not insurmountable, since the algorithm may well be adapted to compensate for these problems, but they remain to be extended.

4.2 Shape Metrics for Localization

Suppose we wish to determine what change in the robot's pose will produce the best correspondence between its current local map (based on local sensing) and its global map. In order to give meaning to the notion of "best correspondence", we will need a measure of \textit{similarity} which gives a numerical value to the quality of a given correspondence, so that we will be able to say that one match is better than another. More precisely, let $\alpha \in \mathbb{R}^2 \times S^1$. Let $A$ and $B$ be geometric maps. Let $A(\alpha)$ denote $A$ transformed by $\alpha$, i.e., the action of $\alpha$ on all points in $A$. Our computational problem is: Find the $\alpha$ that minimizes the quantity $M(A(\alpha), B)$. We would like the measure we use to satisfy metric properties. In general, a metric, $M$, is a measure which satisfies the following criteria: (i) for all $A$ and $B$, $M(A, B) \geq 0$. (ii) $M(A, B) = 0 \iff A = B$. (iii) (the triangle inequality) for all $A, B$, and $C$, $M(A, C) \leq M(A, B) + M(B, C)$. To explain this concept in words, we would like the measure to always be positive or zero, with zero occurring only when the measure is applied to two identical things. In addition, if $A$ is near $B$ and $C$ is near $B$, then $A$ and $C$ are not too far apart. In our case, $A$, $B$, and $C$ would be maps. Having a measure of similarity which is a metric provides several advantages which other measures might not. One is that because the metrics we use have a sound mathematical basis, we can be rigorous in analyzing the results of our experiments. The metric we use here was easily formulated as a simple modification to a previously published shape-matching metric, the hausdorff distance, designed for use with model-based recognition. This metric is described in [HK90]; our reasons for desiring a measure satisfying metric properties are similar to those developed more explicitly in [HK90, ACH+91].

Another property which we would like our measure of similarity to provide is some sense of \textit{locality} which allows us to treat our measure as being continuous in all of its parameters (two translational, one rotational). More precisely, we want the measure of similarity of two poses which are spatially very close to be nearly equal. We also would like a fixed value indicating a perfect match. A metric provides such a value, namely zero. The reason why locality and continuity are important is that they transform localization into a minimization problem. The difference in the measure between two nearby locations provides a discrete gradient. By following the gradient, we can find the locally best correspondence between the partial map (built from local sensory data) and the global map. Gradient following is not part of the algorithm we describe in this section; it is, however, part of at least one modification to this algorithm which might be used in practice to enhance performance. The algorithm that we outline next is similar to [GMR91] in the sense that the result is a set of points where the robot might be; after explaining the basic algorithm, we will go on to show several ways in which this algorithm can be converted to a metric-oriented algorithm (one which utilizes metrics to determine the "best" pose, and which returns the best pose, together with a value representing how well the local map and the global map compare at that pose).

Let us represent a range reading as a vector. In order for a given position within a geometric map to be consistent with a particular range reading, two things must be true. The head of the range vector must not intersect any obstacles. This comes from the interpretation of a range reading which says, "a reading of 57cm means that there is nothing within 57cm of the range finder in the direction which it currently points, but there is something at 57cm." Now: in order to find obstacles given a particular position of the robot, place the tail end of the vector where the robot is, and look for the head of the vector. In order to find possible positions of the robot given the positions of the obstacles, reverse the process: any place the tail of the vector can be positioned such that the head of the vector lies on an obstacle, represents a place where the robot can be and get that range reading. Part of this process is the process of inverting the vector and computing the Minkowski sum of the vector with the obstacles as described in [LP83]. Consider the vector to be a white line segment with a black point at one end. Anywhere the vector can be placed so that white matches black and black matches black is a possible location of the robot. Figure 3 shows several diagrams...
This introduces a quality measure to the result: a point which is contained in all 24 point sets is a better match than one which is only contained in 23, or 22. This tactic enables the algorithm to be somewhat robust in the presence of bad range readings. It also can handle the case where a movable obstacle in the robot's vicinity is sensed by one or more range readings, rather than a stationary obstacle behind the movable object which might be reflected in the robot's map. The varying-epsilon method for adding uncertainty to the algorithm is to use epsilon balls. Before, we described the vector as a white segment with a black point at one end. If we make the end a black ball of some radius, instead of a single point, and require that at least one point of that black ball lie on an obstacle, then we can treat the range reading as being, say, "57 cm plus or minus 2 cm". Once we do this, the 24 reading becomes sets of regions, rather than sets of points (since each point in a zero-uncertainty P; expands to a region with the same size as the error ball); the intersection of two P; is now typically a set of regions, rather than a set of points. We can now also measure the quality of a match by saying, "how large do we need to make epsilon in order to find a point which is in all of the feasible pose sets?" We can also combine approaches, by asking questions like, "how large do we need to make epsilon so that we can find a point which is in 90% of the feasible pose sets?"

In the translation only case, requiring a match on all range readings (disallowing the consistent reading method described above), a complexity of $O(m^2 n^3)$ can be easily obtained, where $m$ is the number of range readings taken and $n$ is the complexity of the map. Using a plane sweep algorithm [PS85], this can be gotten down at least as far as $O(m^2 n^2 \log(mn))$ [AST92]. For performance reasons, we prefer to use rasterized algorithms when we implement algorithms involving geometry on the robot. The rasterized version of this can be implemented in time $O(m^2 n^2 \epsilon^2 l)$, where the rasterized environment is $n$ by $n$, $m$ readings are taken, we use an error ball of radius $\epsilon$, and the longest reading has length $l$. Adding the ability to consider nonperfect matches (points where fewer than $m$ range readings match) does not increase the complexity of the algorithm: we have to spend $O(mn^2)$ time computing the intersection $P$ of all of the $P_i$. The $P_i$ are $n$ by $n$ bitmaps, with $1$s in the $i$th bitmap corresponding to points in $P_i$. If, instead of performing intersection by ANDing together these bitmaps, we add them together pixelwise, we need only look for locations in the resulting array which have the maximal summed value.

In practice, we could make the following improvements: given a bounded error estimate of the robot's current pose, consider only a local window of the map, thereby reducing the $n^2$ part of the complexity to a constant. Or, given a large number of readings, take a random sampling of some constant fraction of the readings; etc. These, however, are for the future, and are only mentioned here. A portion of this work which is not dealt with here is the problem of rotational uncertainty. Fortunately, RWI bases have good rotational odometry (i.e., orientation sensing), at least in our experience. [CHKK92] provides a description of work involving Hausdorff distance match-
ing and the rotational case; this work includes a description of a combinatorial algorithm for localization with rotation and translation, obtaining a time bound of $O(m^3n^3 \log(mn))$.

5 Conclusions

In this paper, we considered mobile robot navigation. We described the experimental platform on which we implemented our algorithms, including a laser range finder designed and built in our lab, and presented evidence to support the suitability of the range for a mobile robot performing navigation and navigation-related tasks. We also described several techniques for using range sensors to perform two tasks in robot navigation, namely map-making and localization, where we define localization as determination of the robot's pose within its environment.

We discussed a method for building a geometric map of the robot’s environment. Next we explored some ways that the robot can maintain its map over time, even in dynamic environments. Finally, we discussed an algorithm, based in computational geometry and originally designed for use in model-based recognition, which can be used to compare a robot’s current range data to its model of the world so as to get improved estimates of its current position within that world.

We intend to improve our implementations to make them more versatile in their treatment of the available range data. Over the longer term, it is our hope to improve the robustness of our robot, its sensors, and its algorithms to the point where the robot can perform navigation successfully in office environments which are at most minimally engineered.
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