Abstract
Recent research indicates that people respond socially to computers and perceive them as having personalities. Software agents especially are human-machine interaction artifacts that embody those qualities most likely to elicit social responses: contingent behavior, fulfilling a social role, and using language. People may perceive agents as one or many discreet social entities, each with a personality that will shape people's interactions with the machine. An industrial team's research on and experience with the design of software agent personalities is described, in the context of related social science and computer science research. The conclusions from this experience are summarized as guidelines for future agent developers.

Keywords
Agents; Design rationale; Guides; Personality; Social Interface; Theory; Wizards

About the project
You have probably heard that we treat computers like people. That is, we are polite to them, we perceive them as teammates, we like it when they compliment us, and so on. In numerous studies (e.g., Dryer et al. 1993a; Dryer et al. 1993b; Nass et al. 1994; for summary, see Reeves and Nass 1996), researchers have demonstrated that people use natural and social rules to understand the behavior of technologies. Indeed, we even perceive computers as having a personality.

What you may not have heard is that we may perceive a computer as having many personalities. A single machine does not necessarily have a single personality. Recent studies (Dryer et al. 1993b; Moon and Nass forthcoming; Nass et al. 1995; Reeves and Nass 1996) suggest that the design of user interfaces may determine when people perceive one or more social personalities. Different social partners are perceived as having distinct personalities, and different personalities are evidence for distinct partners.

Unfortunately, the various personalities in any given machine are likely there by chance rather than by design. Ten different error messages may have been written by ten different authors, each with a different style. The result is not the absence of personality but instead a confusing or vague personality at best and a frustratingly schizophrenic personality at worst. The research (Reeves and Nass 1996) suggests that people will see a personality in the machine regardless of whether one was intended.

These findings open the door to some new and exciting opportunities for human-machine interaction designers. Specifically, how can software agents be designed so that their personalities support satisfying social interactions? This paper concerns recent work on designing software agents, especially "WarpGuide." WarpGuide is a task mentor in IBM's operating system, OS/2 Warp 4 (Boehm et al. forthcoming; Selker 1994). To create a personality for WarpGuide, an interdisciplinary team used the theory and research from the fields of intelligent agents and social psychology to inform our design decisions. This is an unusual exercise in applying psychological research to software agent design and, as far as we know, this is the first time the issue of "one or many?" personalities has been considered.

Theoretical Background
Personality is a collection of individual differences, dispositions, and characteristic adjectives with some consistency across situations and time. Social behavior is complex and important. Successful social behavior negotiates the goals, beliefs, and emotions of multiple social partners. These negotiations occur in most of the
domains of human life: collaborative work, recreation, family life, and so on. People automatically and unconsciously use personality as a tool to organize otherwise overwhelming information about social partners. Personality helps people make predictions about what Person A will do and how that is different from what Person B will do. Without personality and the ability to use personality to organize these predictions, social behavior would break down.

Interestingly, human personalities are infinite. Mapping the space of all possible personalities may seem like an impossible task. Indeed, there are thousands of adjectives that are not synonymous (like shy, adventurous, obsessive, domineering, feminine, anxious, etc.).

As it happens, however, the task is a bit simpler than it seems. It turns out that, while there are tens of thousands of different facets to personalities, there only a few things that really matter at a more abstract level. The five important factors (for review, see McCrae and John 1992) can be described as: (1) Agreeable (cooperative to competitive); (2) Extroverted (outgoing to withdrawn); (3) Neurotic (anxious to calm); (4) Conscientious (organized to lax); (5) Open (curious to closed-minded). Certainly, there are other things to know about a partner, but nearly all of them co-vary with one of these five things or some combination of them.

These factors result from empirical investigations into which sets of individual differences (among the universe of all individual differences) co-vary. As it turns out, all of the theoretically derived personality schemes (like the Myers-Briggs [Croom et al. 1989]) that have been tested can be shown to be simply rotations of some or all of the Big Five dimensions.

**User Interface Agents**

Direct manipulation has its place, and in many respects is part of the joys of life: sports, food, sex, and for some, driving. But wouldn't you really prefer to run your home and office life with a galle of well-trained butlers [...] and, on occasion, cooks, gardeners, and chauffeurs when there were too many guests, weeds, or cars on the road? (Negroponte 1990)

Software agents have begun to have widespread application. In this new territory, researchers, designers, and developers are finding new ways to help people get the most from their machines by delegating some of the work to agents. In particular, ongoing work in the area of intelligent agents concerns the application of artificial intelligence (AI) technologies to the problems of human-machine interactions (Miller, Sullivan, Tyler 1991). As future software agents become more widespread, they will need to become more intelligent in the social domain.

Software agents, such as WarpGuide, have three important features. (1) They can use full sentence text, in addition to the typical user interface (UI) forms of communication, like menus, controls, and icons. Full sentence text is more natural, especially for people with a more verbal than nonverbal cognitive style (Horn and Cattell 1966). (2) They can embody task knowledge as well as use AI to reason about when and how to engage a person in interaction. This gives them a compelling kind of contingent behavior. (3) They can autonomously perform actions on a person's behalf, much like the social roles of butlers, cooks, gardeners, and chauffeurs. These features are important because natural language (text), contingent behavior (intelligence), and social role (autonomous assistance) are the three fundamental predictors that people will respond socially to a human-machine interaction artifact (Reeves and Nass 1996).

Social interface theory is built on a program of studies demonstrating that people respond socially to machines (Reeves and Nass 1996). These studies suggest that technology equals real life. Whenever possible, people automatically and subconsciously leverage what they know about their natural and social experiences to help them with their technological experiences. Because we are first and foremost human, we are inclined to treat everything as social and natural.

A UI, however, is not necessarily like a single physical object or single social partner. Rather, a user interface is like a proscenium to a stage populated by people, places, and things (Laurel 1986). The stage may contain a single actor or an entire troupe. In graphical user interfaces, it is easy to see how the icons might be, psychologically, distinct physical objects. In the same way, autonomous interface personalities might be distinct social partners.

As an example, researchers have demonstrated that social entities and voices are matched one to one. In a laboratory study, two computers with one voice were perceived as a single social partner. One computer with two voices was perceived as two social entities (Dryer et al. 1993b). In other words, voice is one clue that people use to integrate and distinguish collections of behaviors into discrete social entities.

Personality is another clue that people use to organize behaviors. In interpersonal interactions, the personality of the participants determines how enjoyable and productive the interaction is (Dryer, 1993; Dryer and Horowitz, 1997;
In people's interactions with technology, they automatically use personality to organize behavior (Dryer et al. 1993a; Nass, Reeves, and Dryer 1996). People's own personality determines how they respond to the technology (Detenber and Dryer, 1995). The perceived personality of the technology determines how much people enjoy the interaction (Moon and Nass forthcoming; Nass et al. 1995). Moreover, the fundamental personality dimensions of all interactions, both interpersonal and human-machine, are the same (Dryer 1993; Dryer and Horowitz 1997; Dryer, Jacob, and Shoham-Saloman, 1994; Dryer et al. 1993a; Reeves and Nass 1996; Wiggins 1979). Researchers have intentionally created social entities by designing user interfaces (Nass et al. 1995) and agents (Bates 1994; Hayes-Roth, Brownston, and Sincoff, 1995; Maes, 1995; Oren et al. 1990) to have specific emotions, states, roles, and personalities.

**Laboratory Tests**

To investigate how we might design personalities for socially adroit software agents, we conducted a series of laboratory studies in which thirty-one participants encountered presentations of thirty-seven animated characters. We assessed the participants' personalities, their perceptions of the characters along the five personality factors, and their liking of the characters. We were interested in the aspects of the characters personalities that made them likable. From this research, we came to the following conclusions:

1. "Positive" personalities are liked. Each of the five dimensions has a positive, or socially desirable pole, and a negative pole. In general, personalities that are described at the positive end of the poles are better like than the opposite.

2. Strong personalities are liked. Personalities are better liked when they are extreme along at least one of the five dimensions. In fact, it may be better to extreme on the socially undesirable end of a dimension than in the middle. Rarely, personalities are so extreme that they appear unnatural and are disliked. In practice, however, it is difficult to create a personality that is so extreme it is disliked.

3. Personalities with a foible are liked. Personalities that are entirely positive are disliked. Well-liked characters tend to have a negative personality attribute along one dimension.

4. Personalities that are similar to a person's own are liked. In general, people like partners who have personalities that are similar to their own.

5. Personalities that make up for something you do not have are liked. There are special situations in which people prefer partners who are complementary to them rather than similar to them. For example, when a task requires one person to take charge, a dominant person will prefer to work with a less dominant partner.

6. Consistent (or meaningfully changing) personalities are liked. Interesting personalities tend to be expressed consistently across time and situations. As an exception, personalities can also be interesting when they change. What is important is that the change is clear and meaningful. When a dominant partner follows your lead rather than challenging your control, it has meaning because it communicates something, such as a respect for your competence. Personality "inconsistencies" work when they turn out to be clearly "consistent" after all. Moreover, personality consistency does not require that a person do the same thing all the time. That would be unnatural. Instead, interesting personalities get expressed in a myriad of various, specific, unique, and even surprising ways.

7. Specifically expressed personalities are liked. The five factor model captures the structure of our perceptions of personality, but not how personality is naturally expressed. For example, saying that someone is "open" is nearly meaningless; the experience of personality occurs at a more basic level. For example, an open person might be someone learning the violin, fond of wine tasting, and an avid sky diver. Part of what is intriguing about personalities is how one personality can be expressed in different ways across different situations.

**The Experience with WarpGuide**

WarpGuide uses software agent technology to guide people through certain system tasks, helping to prevent them from making errors. WarpGuide communicates in full-sentence text and responds to voice commands (just like the other components of OS/2 Warp 4). Because of WarpGuide's social role, use of text, and perceived intelligence, we knew it would be important to consider people's social responses. Specifically, we addressed the questions: (1) would WarpGuide's function be designed best as the behavior of a single social partner or many; (2) what personality would be best for WarpGuide; and (3) how was that personality best expressed?

We first considered the argument for multiple social personalities. People perceive whatever is present as the social partner (Nass and Sundar 1996). WarpGuide's behavior might make it salient as a social partner, distinct from other behaviors. Moreover, this perception might be advantageous. Separate social personalities may be used in a "good cop/bad cop" routine. That is, one partner...
could handle all emotionally negative aspects of an interaction leaving interactions with another partner emotionally positive (Reeves and Nass 1996).

We therefore decided that WarpGuide needed to be distinct from the "system homunculus." The idea was that, psychologically, people might have troubled relationships with their primary partner, the system. As a partner, a system may be hard to get along with sometimes. People's relationship with WarpGuide would be different. WarpGuide would be a distinct social partner, whose only job was helping with tasks. It would be like a voice over the shoulder, guiding people through their interactions with the system. This way, WarpGuide would be "blameless" for whatever else the system did.

The next decision concerned whether WarpGuide, as a distinct social partner, would itself be a single partner or multiple personalities. Here, we had to consider two competing arguments. On the one hand, separate social personalities can have the advantage of being "specialists." By virtue of having a narrow range of expertise, people both perceive specialists as being better than "generalists" for that domain and tend to have more realistic expectations for their behavior (regardless of whether these assumptions are true) (Reeves and Nass 1996). On the other hand, people like simple. Managing multiple social relationships can get complicated, turning a potentially simple one-on-one interaction into a group relationship (Reeves and Nass 1996).

In our case, WarpGuide would guide people through different tasks. Certainly, technologists talk about one agent for this task and another for that. Was WarpGuide best thought of as a collection of entities, each being an expert at a single task?

Before we answered that question, another question occurred to us about WarpGuide's behavior. WarpGuide would behave in different ways depending on the task. We had both guide technology (COACH) and wizard technology (SmartGuide) available to us. Because each technology has its advantages for different tasks (Dryer 1997; Wilson 1995), we wanted WarpGuide to have both behaviors. Did this difference in behavior mean that we had to create WarpGuide as two separate social personalities?

We decided that what people really wanted was a single social partner that they could turn to for help. WarpGuide would be like that expert down the hall, someone you turn to whenever you have a problem with your computer. To simplify the interaction, people would have a single, social relationship with one task mentor. WarpGuide would have expertise across a set of tasks but would be an expert at mentoring only. Moreover, people wouldn't care what underlying technology (guide or wizard) WarpGuide was using for guidance; they would just want the best guidance for the particular task. So, WarpGuide was conceived as a single personality with two roles: guide and wizard.

To complete our work, we needed to integrate WarpGuide's roles and behaviors into a single social partner. For OS/2 Warp 4, we did not have the option of giving WarpGuide a single voice, at least not one that could be heard. Instead, we needed to find other ways to create a single, consistent personality. Starting with the research on personality, we considered what kind of personality would be best for WarpGuide. In general, people prefer friendly personalities. With respect to control, the appropriate personality really depends on the kind of interaction (Reeves and Nass, 1996). For a mentoring interaction, we decided WarpGuide needed to be authoritative but not so controlling that it was perceived as intrusive. Therefore, we defined the personality as intelligent, friendly, and unobtrusive. We then explored ways to create this personality.

To communicate a personality, an entity's behavior needs to be consistent (Reeves and Nass, 1996). We therefore endeavored to design WarpGuide's behavior to be consistent in all its functions. As one example, WarpGuide offers a consistent starting point for many different tasks. It presents a collection of "guidance objects" organized in a single location. When a guidance object is opened, WarpGuide brings up the appropriate task interface along with the accompanying assistance. WarpGuide also provides a way to navigate through tasks, from beginning to end, even across multiple task interfaces that normally may be scattered throughout the user interface. WarpGuide works the same way across both roles and across a range of tasks, unifying these roles and behaviors into a single personality.

![Figure 1. WarpGuide appearance.](image-url)
Visual appearance is another clue to personality (Nass, Reeves, and Dryer 1996; Reeves and Nass 1996). WarpGuide is represented graphically in the UI by a set of objects, windows, icons, and annotations. All these elements are unified by common visual themes: in particular, a characteristic cue card form, an annotated dialog, certain colors, and iconic "eyes" (suggesting its social role). The colors and forms are designed to be "soft" and yet authoritative, representing friendliness and intelligence. Specifically, we used "friendlier" rounder shapes, such as the rounded rather than angular corners of the cue card, and we went after a "friendly" look in the design of the iconic eyes, attempting to use their form to represent the right personality. All the elements are unified to some extent by the color yellow. Because WarpGuide's form is a set of visual elements that are variations on a single theme, that form helps to express a single personality.

The next step in building WarpGuide's personality was to consider its message content. Research has shown that text alone is a powerful clue to personality (Moon and Nass forthcoming; Nass et al. 1996). We therefore fashioned a style of speech around strict guidelines. We developed templates for sentence structure and wrote each text article to fit the templates. In addition, multiple team members reviewed each article, to insure that (1) the content was intelligent; (2) the tone and phrasing were friendly; and (3) the structure was consistent, concise, and unobtrusive. As an example, an article for the finding a file dialog is "Type as much of the name as you know, and use an asterisk (*) for the rest." A version of the sort "You can type only as much as you know, and use an asterisk (*) for the rest" makes the software agent seem less authoritative. A version of the sort "If you don't know the whole name, type what you know and use a asterisk for what you don't know" makes the software agent seem less friendly. Of all the work, the text was probably the most important to establish WarpGuide's personality.

Finally, although we used behavior, images, and text phrasing deliberately to construct a personality, we were also careful to avoid anthropomorphism and overuse of social metaphors. Our goal was to make the most of social responses that people would have, not artificially create a social relationship. In particular, we avoided a full face or figure and avoided using "I" in the text. WarpGuide was not meant to be "cute," nor was it meant to portray itself as "human." Instead, our intent was that it would behave socially in ways that make sense given its context.

**Generalizations: Tips for designing personalities**

As designers become more aware of the impact social responses have in human-machine interactions, they will face some of these same issues. Our experience can be summarized in these guidelines:

1. Language use, fulfilling a social role (like mentoring), and perceived intelligence are likely to encourage social responses.

2. Multiple personalities can exist in a user interface. If you are likely to have a social response, consider designing one or more discrete personalities to manage that relationship.

3. Well-liked personalities tend to be socially desirable, to be strong, to include a foible, to be consistent or to change in meaningful ways, and to be expressed at a natural, basic level.

4. If people are likely to be frustrated, consider designing a personality they can blame and another that can help them.

5. People like simple; integrate as much behavior as possible into a single personality. Technological distinctions (like guide versus wizard) may not be psychologically relevant.

6. Create a social partner in a way that makes sense for the context. The goal is not to duplicate mindlessly the natural and social world in cyberspace; faces and the pronoun "I" may not be appropriate.
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