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Abstract
This work focuses on the use of non-verbal methods of communicating affect in non-anthropomorphic appearance-constrained robots. The concepts discussed can be applied to other types of robotic systems. The paper gives a survey of relevant literature from the psychology community. Non-verbal methods of affective expression cannot be the sole means of communicating affect in robotic systems; however it can be appropriate as part of a multi-modal affective system. Another important factor is the distance between the robot and human with which it is interacting. From the psychology literature, there are four main zones of social interaction: intimate (contact – 0.46 m), personal (0.46 – 1.22 m), social (1.22 – 3.66), and public (3.66 and beyond). Sounds, tones, and/or music are appropriate to use in the intimate and personal zones; however it is not likely to be appropriate in the social and public zones due to environmental background noise. Communications are often challenging in search and rescue applications. Injuries that can impair language processing and limited visibility due to environmental conditions necessitate the use of non-verbal methods of communicating affect to survivors located during search and rescue operations.

Introduction
The use of affective expression and social interaction is an emerging area of importance in robotics, with the focus historically on facial expressions and/or animal mimicry (Breazeal 2002), (Caamero & Fredslund 2000), (Fong, Nourbakhsh, & Dautenhahn 2003), (Mizoguchi et al. 1997), (Scheeff et al. 2000), (Bethel & Murphy 2006a). However, a large number of mobile robots currently in use for applications such as search and rescue, law enforcement, and military are not anthropomorphic, do not have any method of projecting facial expressions, and cannot be reengineered explicitly to support affective expression. This poses significant challenges as to how these appearance-constrained robots will support naturalistic human-robot interaction (Bethel & Murphy 2006a).

While facial displays are the most common mechanism for expressing affect, there is a need for a multi-modal approach to affective expression. There are situations and social interaction distances for which different methods of non-facial/non-verbal affective expressions are more appropriate (see Figure 2 (Bethel & Murphy 2006b) expanded from (Bethel & Murphy 2006a)). We have identified five non-facial/non-verbal methods of affective expression: body movement, posture, orientation, color, and sound. For the purpose of this work, auditory presentation methods such as sounds, tones, and/or music are the focus; however this is only one component of a multi-modal non-facial/non-verbal affective expression system. Some roboticists have used non-verbal sounds, tones, and/or music (Breazeal 2002), (El-Nasr & Skubic 1998), (Bartneck 2000), (Scheeff et al. 2000) as a secondary method of expression to provide affective expression redundancy. These robotic implementations were developed mainly for educational and/or entertainment purposes (Bethel & Murphy 2006a); however we believe that the use of non-verbal sounds, tones, and/or music can provide an effective method of affective communication for appearance-constrained robots used in search and rescue, military, and law enforcement applications.

Social Distance and Non-Verbal Affective Expression
In the psychology community, spatial distances between individuals socially interacting (proxemics) is divided into four main categories (see Figure 1): intimate (0.15 – 0.46 m), personal (0.46 – 1.22 m), social (1.22 – 3.66 m), and public (3.66 and beyond). Argyle (Argyle 1975) and Fast (Fast 1970) describe personal space to be the area that individuals must have surrounding them to feel comfortable, safe, and protected (Bethel & Murphy 2006a). Based on experiments conducted by Fast and Argyle, if an individual or object intrudes into the personal space of another it will produce a discomfort response from the person whose personal space was invaded (Bethel & Murphy 2006a), (Argyle 1975), (Fast 1970). Roboticists firmly support the notion that proxemics has a significant impact on the quality and comfort level of interactions between humans and robots and should be considered in the implementation of affective expressions (Bethel & Murphy 2006a), (Bickmore & Picard 2004), (Fincannon et al. 2004), (Dautenhahn, Ogden, & Quick 2002), (Mizoguchi et al. 1997), (Walters et al. 2005).

Our research focuses on the use of affective expression in
non-anthropomorphic and appearance-constrained robots for human-robot interactions during urban search and rescue operations occurring within three meters (Bethel & Murphy 2006a). It is particularly motivated by a study conducted by Murphy, Riddle, and Rasmussen (Murphy, Riddle, & Rasmussen 2004) in using man-packable robots to act as a surrogate presence for doctors tending to victims. The study identifies how the robot will interact with the victim as one of the four major open research issues. They noted that the robots operating within three meters of the simulated victims were perceived as “creepy” and not reassuring (Bethel & Murphy 2006a). Therefore, three meters or less appears to be a reasonable distance for investigating the appropriateness of affective methods of communication such as sounds, tones, and/or music.

The use of non-verbal affective expression in non-anthropomorphic, appearance-constrained robots for human-robot interactions based on the appropriateness by proximity zone is a part of a multi-modal system of affective expression. As shown in Figure 2 from (Bethel & Murphy 2006b) expanded from (Bethel & Murphy 2006a), it is evident that different forms of non-facial/non-verbal methods of affective expression are more effective in different proximity zones. Body movement and posture are not effective in the intimate zone; however sounds, tones, and/or music will work well in this distance zone. Orientation is effective in any zone to indicate attentiveness and caring of those with which the robot is interacting. Illuminated colored lighting might be effective in all distance zones; however it has only been tested in the personal and social proximity zones. The use of sounds, tones, and/or music may not be effective in all proximity zones due to environmental conditions and therefore needs to be part of a multi-modal affective expression approach in robotic implementations.

The difference in the Sound entries in Figure 2 for the personal and social zones is in the likelihood of appropriateness of use. It is more likely that sounds, tones, and/or music would be audible in the personal zone versus the social zone. It is possible to use sounds in the social zone; however those sounds would need to be either loud to be heard or the environment would need to be extremely quiet which is not typical in robotic applications. Sound will be most appropriate in the intimate zone and likely appropriate for use in the personal zone depending on the environmental conditions.

**Survey of Psychology Investigations into Auditory Affective Expression**

The use of non-verbal sounds, tones, and/or music as a means for expressing affect has not been thoroughly investigated by the psychology community. Psychologists have focused in three primary directions: (1) sound related to animal communication (Argyle 1975), (Buck 1984); (2) vocal patterns and tone of voice in humans (Norman 2004), (Nass & Brave 2005), (Schuler 1979); and (3) expression of emotion through music and the associated physiological responses (Bartneck 2000), (Balkwill, Thompson, & Matsunaga 2004), (Schubert 2004), (Bartlett 1996), (Justin 1997), (Khalifa et al. 2002), (Scherer & Oshinsky 1997), (Nass & Brave 2005).

The non-verbal use of sound has been investigated by psychologists as it relates to animal communication (Argyle 1975), (Buck 1984) as a primary method of conveying affect between animals. For example, in primates, distress is indicated by a screeching sound, growling is used to convey anger, and soft grunts are used to keep touch with those in close proximity while traveling (Argyle 1975).

The research that has been conducted on non-verbal sounds related to affective expression in humans is primarily focused on vocal patterns and tone of voice (Argyle 1975), (Buck 1984), (Norman 2004). Norman (Norman 2004) indicates that vocal patterns and tone can be used to express affect and indicates that these patterns and tones can be interpreted even if the literal meaning is not understood. He also observes that pets can interpret a person’s affec-
tive state based on their vocal patterns and tone. Scherer (Scherer 1979) indicates that recognition of a person’s emotion in content and context-free judgment situations, vocal cues have been as indicative of some emotions as facial cues.

The last primary area of psychology research related to non-verbal expression of affect is the use of music to express affect. Balkwill et al. (Balkwill, Thompson, & Matsunaga 2004) discusses that there is a strong association between music and emotions. Their quantitative results indicate that it is possible to detect emotions such as joy, anger, and sadness presented through the perception of acoustic cues in familiar and unfamiliar music transcending cultural boundaries (Balkwill, Thompson, & Matsunaga 2004). Juslin (Juslin 1997) discusses that music is a powerful method of emotional and non-verbal communication because it both induces and expresses emotion. Khalfa et al. (Khalfa et al. 2002) and Bartlett (Bartlett 1996) stress that music is a powerful elicitor of emotion and can induce responses from the autonomic nervous systems such as: heart and pulse rates, respiration rates, skin temperature, and blood oxygen levels. Some of the acoustic cues that are used to determine emotion in music ranked by associative strength are: amplitude variation, pitch variation, pitch contour, pitch level, tempo, envelope, and filtration cutoff (Scherer & Oshinsky 1977).

**Robotic Implementations Using Non-Verbal Affective Expressions**

The robotics community has focused on non-verbal affective methods of communication in a limited number of implementations (Breazeal 2002), (Bartneck 2000), (El-Nasr & Skubic 1998), (Scheeff et al. 2000). Sounds, tones, and/or music were utilized as secondary methods of affective expression for redundancy purposes. Kismet (Breazeal 2002), the robot developed by Cynthia Breazeal, uses expressive utterances that are child-like in nature to reinforce its personality and the emotions of: anger, fear, disgust, happiness, surprise, and sorrow. Scheeff et al. (Scheeff et al. 2000) utilizes a sound similar to muffled speech combined with a French horn to reinforce the emotional state of their robot Sparky. The sounds that Sparky makes fall somewhere between the beeps and chirps of Star Wars’ robot R2-D2 and a human voice; however this was found to be confusing and unappealing to those interacting with Sparky. Bartneck (Bartneck 2000) used auditory stimuli on a computer avatar to express emotion; however his results concluded that auditory stimuli alone was not as convincing of affective expression as using visual (facial expression) or auditory/visual stimuli (sound/music and facial expression). El-Nasr and Skubic (El-Nasr & Skubic 1998) used a mobile robot that would make a crying sound to express pain, a shattering voice to express anger, and unspecified noise to express anger; however these sounds were used as reinforcement to the robot movements for affective expression.

Ben Burtt (Burtt 2001), the sound designer for the Star Wars films, discusses the difficulty in expressing emotions using only non-verbal sounds. His biggest challenge was in creating emotional warmth in the beloved R2-D2 robot. In the “Behind the Sounds” section of (Burtt 2001), Burtt discusses that “All sounds bring with them an association with something emotional. Music is the perfect example.” He began his development of R2-D2’s vocalizations with electronic beeps and tonalities; however he found that these sounds were mechanical and lacked warmth and aliveness. In order to produce the emotional warmth and the qualities that many love about R2-D2 he ended up “intercutting” an imitation of baby babbling, and the whistling sound of blowing through a small flexible plumbing tube with the electronic synthesized beeps and chirps. This combination of sounds and tones gave R2-D2 the emotional warmth and aliveness that he wanted to produce. Although that is a film application, the concepts need to be considered when implementing sounds, tones, and/or music to express affect in robotic systems.

**Current Work**

Our approach is to use a combination of sounds, tones, and/or music to express affect in our appearance-constrained search and rescue robots. These non-verbal methods of communication are only part of a multi-modal affective expression system since sounds, tones, and/or music are only appropriate for use in the intimate and possibly personal/proximity zones in the search and rescue environment. Sounds, tones, and/or music developed for the search and rescue application would be applicable to any robotic system to express affect.

It appears that if sounds, tones, and/or music are correctly used and implemented on robots, they could be valuable tools for affective expression. Due to the fact that search and rescue robotic applications may occur internationally, the use of sounds, tones, and/or music can be used and understood across cultures when verbal communication may not be viable. Additionally, these robots may interact with victims who may have brain injuries in which sounds, tones, and/or music may be interpreted, but language processing may not be possible.

This work focuses on the use of synthesized sounds, tones, and/or music because we are not trying to make these functional search and rescue robots anthropomorphic. The use of synthesized sounds similar to R2-D2’s beeps, whistles, and sounds would be recognizable and allow the victim to realize that assistance is near, but is in the form of a mechanical-type device. These sounds and tones need to be a blend of sounds that express warmth and emotionality. We are currently going through a process similar to that experienced by Burtt (Burtt 2001) in the creation of the emotional sounds for R2-D2. This requires trial and error to develop the right blend of sounds and tones to express the desired emotion. It is a matter of finding the right musical expressions and sounds to convey an emotional quality to the robot system.

A limitation that we have experienced in this process is the sound quality of the robot’s speaker. Sounds developed are distinctly different when played through the speaker. In the case of these functional search and rescue robots, it is not possible to add external, better quality speakers to the system. This requires determining the best sound and tone.
sequence for the particular hardware involved, which is a trial and error process of development.

**Future Work**

Sounds and music can elicit physiological responses in the body that can be measured with the proper equipment. This can make determining the appropriateness of an emotional expression using sounds, tones, and/or music more easily verifiable. We believe that by using self-assessments and physiological measurements, it is possible to determine a viable mapping between sounds, tones, and/or music to specific emotions.

Human testing will be required to determine the appropriateness of using non-verbal methods of affective expression by proximity zone. This testing will be conducted using only non-verbal sounds, tones, and/or music in addition to testing the appropriateness of this method as part of a multi-modal system of affective expression. These tests will include videotaping interactions with the robot and an experimental participant as well as having the participant complete a self-assessment questionnaire. Additionally, physiological responses of the participant will be monitored to determine if the video and self assessments correlate with the physiological measurements obtained through human studies.

**Conclusion**

Although non-verbal methods for affective expression cannot be the sole means of communicating affect, they can be appropriate when implemented as part of a multi-modal affective system. Based on (Bethel & Murphy 2006a), sounds, tones, and/or music would not be appropriate to use in the social zone; however would likely be appropriate for use in the personal and intimate zones. The robot systems we are designing sounds, tones, and/or music for affective expression are appearance-constrained, but the results will be applicable to other robot implementations. In search and rescue applications, communications are sometimes difficult and the use of verbal communication is not always possible; therefore the development of non-verbal methods of communication is essential.

Additionally, search and rescue robots must be socially interactive and communicate emotion without depending on a human-like form. The goal is not to anthropomorphize the robots used in this application, but rather to make a non-anthropomorphic robot sociable, to interact with victims, to keep them calm, and to serve as a companion until help can arrive. These robots are “creepy” in appearance and our goal is to improve the comfort level of those interacting with them. We will determine which sounds, tones, and/or music can be beneficial to victims especially in the intimate and personal proximity zones.
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