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Abstract
Much of learning and reasoning occurs in pedagogical situations – situations in which teachers choose examples with the goal of having a learner infer the concept the teacher has in mind. In this paper, we present a model of teaching and learning in pedagogical settings which predicts what examples teachers should choose and what learners should infer given a teachers’ examples. We present experimental results affirming the predictions of the pedagogical model and discuss future directions.

Much of human learning and reasoning goes on in pedagogical settings. In schools, teachers impart their knowledge to students about mathematics, science, and literature through examples and problems. From early in life, parents teach children words for objects and actions, and cultural and personal preferences through subtle glances and outright admonitions. Pedagogical settings – settings where one agent is choosing information to transmit to another agent for the purpose of communicating a concept – dominate human learning and reasoning.

If learners’ assumptions about how teachers sample information reflected this purposeful sampling, then learners might be able to make much stronger inferences in pedagogical situations. Sampling assumptions are assumptions that a learner makes about the source of data, in order to better interpret the evidence for statistical learning. Recent research suggests that even infants are sensitive to the sampling processes that underlie observed data (Xu & Tenenbaum, 2007) and young children make qualitatively different inferences when data are sampled by a teacher (Gergely, Egyed, & Kiraly, 2007).

Consider a simple example which we call the rectangle game: a game where the teacher thinks of a rectangle on a board, and tries to communicate that concept to a learner by choosing to label points inside and/or outside the rectangle (cf. Tenenbaum, 1999). In the rectangle game, the learner’s job is to try to infer, given the labeled examples chosen by the teacher, what rectangle the teacher is thinking of. Figure 1 presents potential teacher and learner scenarios. In each case, there seem to be choices which are obviously better than others. As a person trying to teach someone the rectangle in blue (top left), the examples in the middle panel seem better than those on the right. Similarly, as a learner, given the examples in the bottom left, the rectangle in the middle panel seems like a better guess than that on the right. Notice that in both cases the examples on the top and the rectangles on the bottom are possible, however, our intuition tells us that the middle panels are better guesses than the right panels. Pedagogical sampling results in samples that are representative of the concept (Tenenbaum & Griffiths, 2001), in contrast with weak and strong sampling, which choose examples randomly.

Bayesian pedagogical reasoning
We formalize pedagogical reasoning as an inference problem based on the twin assumptions that learners and teachers act as (approximately) rational agents. The rational learner assumption is that a learner will update beliefs in hypotheses, \( h \), given new data \( d \), according to Bayesian inference (a description of optimal belief updating),

\[
p(h|d)_{\text{learner}} \propto p(d|h)_{\text{teacher}} p(h). \tag{1}
\]

The rational teacher assumption is that teachers choose data that tend to increase the learner’s beliefs in the correct hypothesis. We may formalize this via a Luce decision rule (Luce, 1959),

\[
p(d|h)_{\text{teacher}} \propto (p(h|d)_{\text{learner}})^\alpha, \tag{2}
\]

where the steepness parameter \( \alpha \) governs the greediness of the teacher. (When \( \alpha=0 \), pedagogical sampling recovers random sampling, as \( \alpha \) becomes large the teacher...
chooses the best examples.) Because Equations 1 and 2 are linked (with the optimal teaching behavior depending on the learner, and vice versa), rational pedagogical reasoning is a solution to this system of equations.

To understand this model it helps to consider one way of solving the system of equations: fixed-point iteration. Imagine that you are the learner, and wish to update your beliefs. To do so you will need an estimate of the likelihood $p(d|h)_\text{teacher}$ of seeing the examples you are given. You can estimate this likelihood by assuming the teacher is rational—Eq. 2—but to do this you need an estimate of the $p(h|d)_\text{learner}$ used by the teacher. If you assume the teacher assumes that you are rational, you can use Equation 1 as such an estimate. This recursive reasoning could carry on forever, but eventually the estimated values from repeatedly using equations 1 and 2 will converge—we then say that the process has iterated to a fixed point, and this fixed point will necessarily be a solution to the system of equations defining rational pedagogical reasoning. Thus we can understand the model as capturing the outcome of a recursive mental reasoning process, based on twin rational agent assumptions. However, it is worth emphasizing that rational pedagogical reasoning describes the outcome of this process (or rather the solution to the system of equations), and it is entirely possible that this reasoning may be implemented by a psychological process that doesn’t require any explicit recursive reasoning.

Figures 2 and 3 show the results of experiments ($n = 18$) conducted using the game described in the introduction. The results show that people’s behavior closely matches model predictions.