An Incremental Search Approach to Real-Time Planning: Preliminary Results for a Scheduling Problem
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Abstract
We propose an incremental search method for making planning decisions in real time. As an example, we present the problem of scheduling jobs in a factory as a real-time decision problem, and model the real-time constraints as strict limits on the amount of computation that can be performed before a scheduling decision must be made. Our approach is to use incremental heuristic search techniques to simulate and evaluate the effects of future decisions, and thereby generate each individual scheduling decision as needed. We present four incremental search algorithms that can be used to make real-time planning decisions. We also present preliminary results for the two-machine flowshop scheduling problem which indicate that this is a promising method for real-time planning.

1 Introduction
Real-time decision making is an important part of many real-life planning and scheduling problems. One example is air traffic control where the time taken to schedule the arrival of airplanes cannot exceed the maximum amount of time an airplane can fly. Another example is scheduling the flow of trains on a network of tracks. A third example is planning the flow of jobs in a factory, where time spent optimizing a job schedule must be traded-off against the cost of delaying production. In general, costs are associated with any delay caused by the scheduler. For this work, we impose strict decision deadlines, and thus do not allow the planner to delay the schedule. This corresponds to a fixed amount of computation available before each decision must be made. In addition, real-time planning problems typically consist of a sequence of decisions, thus computation spent making one decision will impact the amount of computation available to make subsequent decisions.

For example, consider the problem of scheduling the processing of a set of jobs on two different machines, M1 and M2. Each job consists of one task for each machine, and it must be processed on the first machine, M1, before it can be processed on the second machine, M2. Associated with each task is the amount of time it takes to process the task on its respective machine. An additional constraint is that each machine can only process one job at a time. One example of this problem is a set of typesetting jobs which must be preprocessed on a computer before being sent to a printer. We assume that the task processing times are randomly distributed and uncorrelated. In the static version of this problem, all jobs are available at the beginning, whereas in the dynamic flowshop scheduling problem, new jobs may continually enter the system.

The task of the scheduler is to determine the order in which jobs should be processed on the two machines subject to the strict decision deadlines that we have imposed. Each scheduling decision is made before the current job finishes processing, thus there is no additional processing cost associated with the scheduler. The cost of a schedule is measured as the mean-time to completion of the jobs scheduled, which is equal to the sum of the completion times for each job, divided by the number of jobs scheduled. The problem of determining which schedule minimizes the mean-time to completion of a set of jobs is NP-complete [10]. Without loss of generality, we assume that the order of processing jobs is the same on both machines [5]. An example two-machine scheduling problem is shown in figure 1, with the optimal schedule for this problem shown in figure 2.

2 What is Incremental Search?
The main idea behind incremental search is to perform a lookahead search on a problem space representation of the planning task, and interrupt the lookahead search when time runs out. At that point the current best decision is executed, and the problem space is updated to reflect the decision. The search process is then repeated for the next decision. We call this approach incremental search because the sequence of decisions is generated incrementally over time as needed.

One way to formulate real-time flowshop scheduling as an incremental heuristic search problem is to associate
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In this section, we present two incremental search variations for first branch-and-bound and best-first search. In this section, we present two incremental search variations for traditional search algorithms to produce optimal solutions. In the real-time setting, there is typically not enough time to explore the whole problem space, thus the quality of the solution produced must be traded off against the timeliness of the decisions made.

All incremental search algorithms must address the following two questions: which nodes should be explored, and which decision should be made based on the available information. For traditional search algorithms, it is generally assumed that there is sufficient time to explore the whole problem space in the worst case before any decisions need to be made. This makes it possible for traditional search algorithms to produce optimal solutions. In the real-time setting, there is typically not sufficient time to explore the whole problem space, thus the quality of the solution produced must be traded off against the timeliness of the decisions made.

3 Incremental Search Algorithms

We have considered two general search strategies: depth-first branch-and-bound and best-first search. In this section, we present two incremental search variations for each general search strategy. In all four algorithms, the default is a greedy decision based on a search of depth one from the current root node.

Depth-First Branch-and-Bound

Traditional depth-first branch-and-bound (DFBnB) operates as follows. An initial path is generated in a depth-first manner until a goal node is discovered. Once an initial solution is found, a cost bound is set to the cost of this solution, and the remaining solutions are explored depth-first. If the cost of a partial solution exceeds the current bound, then that partial solution is pruned since the complete solution cost cannot be less. This assumes that the heuristic cost of a child is at least as great as the cost of the parent (i.e., the node costs are monotonic non-decreasing). This assumption is necessary to allow pruning and still guarantee that the solution found is optimal, provided there is sufficient time to complete the search. If a new goal node is found with a lower cost than the current bound, then the bound is updated to the cost of the new goal. The search continues until all paths are either explored to a goal or pruned. At this point, the path associated with the current bound is an optimal solution path. One useful method for ordering the search is to explore the children of a node in increasing order of their heuristic values. This method is called static node ordering, and is employed by both DFBnB algorithms described below.

The problem with DFBnB is that in the worst case it may explore all the nodes in the problem space. If the problem space is a tree, then this corresponds to a worst-case time complexity that is exponential in the depth of the search space, although the space complexity is linear in the depth of the search. In order to adapt this general algorithm to real-time decision making, we have considered two options. Our first is called iterative-deepening branch-and-bound (IDBnB). IDBnB operates by performing a DFBnB search to successively greater search depths while there is time available. The scheduler then commits to the first job along the best partial schedule found by the last completed iteration. This process is repeated for each scheduling decision.

Our second approach is called incremental branch-and-bound (IncBnB). IncBnB first calculates the maximum search depth for which it can guarantee completion in the available time under worst-case conditions. This calculation is based on the branching factor of the problem space. It then performs a depth-first branch-and-bound search to this depth, treating all nodes at the maximum search depth as if they were goal nodes. The scheduler then commits to the first job along the best partial schedule found, and the search is repeated for each scheduling decision. The conservative estimate is used to guarantee completion so that there is search information available for each decision option under the current decision node. Note that IncBnB is a conservative algorithm since due to pruning it is unlikely that the DFBnB search will require the worst-case number of computations. Any time remaining after the DFBnB search is completed is made available for the next decision step.
IDBnB does not need to know the branching factor of the search space, and therefore is more versatile than IncBnB. If the branching factor is known (or in some other way it is possible to determine the number of nodes at a given depth from the root), then the initial search depth used by IDBnB can be set to the maximum conservative search depth used by IncBnB. As with IncBnB, any additional time not used by IDBnB is carried over to the next decision step. This will occur when the remaining time available is less than the time taken by the last iteration of the depth-first branch-and-bound. We are able to make this optimization because we have assumed that the heuristic costs of nodes are monotonic non-decreasing along a path towards a complete schedule. This means that each subsequent branch-and-bound search to a greater depth which uses the same node ordering method will take at least as long as the previous iteration, because any nodes in the previous iteration must also be explored in the current iteration.

**Best-First Search**

We have also considered two incremental variations of best-first search. Traditional best-first search (BFS) operates by maintaining an open list of nodes that have been generated but not yet expanded. Initially the open list contains only the root node. Each step consists of removing a minimum-cost node from the open list, expanding it, and adding its children to the open list. This process is continued until a goal node is removed from the open list, at which point the path to that goal node is an optimal solution path. This assumes that the heuristic cost function is non-overestimating. As with DF-BnB, it may be necessary to explore every problem space node before finding an optimal goal node. In this case the worst-case time complexity is exponential in the depth of the search tree. The main problem with best-first search is that the space complexity is also exponential. A related problem is that the time required to process the open list grows with the size of the list (e.g., logarithmically if a heap is used to store the list). Thus even if there is enough memory to store the complete problem space in the open list, time constraints may still make this impractical.

Best-first search algorithms suffer from an additional problem because they explore the best path until the cost of that path exceeds the cost of some other path. When the cost function is monotonic non-decreasing, eventually all paths will look bad if explored deep enough. Thus, eventually the leaf nodes attached to shallow paths will dominate the leaf-nodes associated with deeper paths on the open list, even though these shallow paths do not necessarily correspond to better decisions. DF-BnB algorithms avoid this problem by comparing the costs of equal-depth paths.

One solution to this problem is to use two different heuristic functions: one to drive the node exploration decisions, and the other to support the move decisions. Both algorithms described below perform a best-first exploration of the problem space using the heuristic values of the nodes to order the search. However, both algorithms base their move decisions on the average cost of the partial schedule, by dividing the cost of a leaf node by its depth in the problem space. If the exploration and move decisions are based on the actual estimated costs, then shallow nodes are favored. If instead the exploration and move decisions are both based on the average cost of a partial schedule, then an optimal schedule that has a relatively large heuristic cost for the first job scheduled may never be considered. The experimental results presented in the next section confirm that this method of combining best-first exploration and best-average decisions is a reasonable solution to this problem.

We have considered two incremental variations on best-first search that use less than exponential memory, and use the best-first exploration, best-average decision heuristic method. The first is called bounded memory best-first search (BMBFS). BMBFS operates like a traditional best-first search with the additional constraint that the open list size cannot exceed a preset bound.
4 Experimental Results

In order to compare these four incremental search algorithms (IncBnB, IDBnB, IRBFS, and BMBFS), we performed some experiments on random instances of the real-time flowshop scheduling problem with the mean-completion-time cost function. For each job, processing times for each of two machines were generated at random over the range [0, 1]. The actual amount of computation available was varied by associating a different number of node generations with one unit of processing time (i.e., generations per time unit). In addition, the algorithms were given 0.5 time units to schedule the first job.

The algorithms were used to schedule a set of 20 jobs and the results are averaged over 100 random trials. The results in figure 4 show the mean-completion-time versus the number of generations per time unit. The open list size for BMBFS was chosen to be 100 nodes since this produced reasonable results for this scheduling problem.

It is interesting to observe that for smaller amounts of available computation, BMBFS is the best algorithm followed closely by IncBnB. As the maximum number of available generations becomes relatively large, both IRBFS and IDBnB outperform IncBnB. This is due to the fact that IncBnB does not make full use of the computation available. As the maximum number of available generations is increased, BMBFS makes a larger fraction of its scheduling decisions because the open list is full, as opposed to running out of time. Eventually all of the decisions are made because the open list is full, resulting in a constant level of performance for BMBFS (e.g., when the maximum generations available equals or exceeds 500). If the open list bound is increased, then the change to a constant level of performance for BMBFS will occur later, and the final mean-completion-time will be less. Note that a simple greedy algorithm has a mean-completion-time of 4.74 time units, which corresponds to the first data point for all four algorithms.

Another interesting observation is that the two algorithms that initially perform well (BMBFS and IncBnB), do not make full use of the available computation time because they are overly conservative. This means that there is a potential to improve these two algorithms, if there exists some way to make use of the additional time.

5 Related Work

Dean and Boddy [1, 2] have proposed an area of research called anytime algorithms. Anytime algorithms have two basic properties: they always have a decision ready, and in general they produce better quality decisions as the time available increases. Incremental search is one method of generating an anytime algorithm, and thus falls into this area. The main distinction we have made is that the decision deadline is available to the search process, so our incremental search algorithms can use this information to their advantage (e.g., to calculate the maximum search depth (IncBnB)).

Many other researchers are interested in the problem of making planning decisions under time constraints (i.e., anytime planning). For example, Zweben et al. [15] have proposed a simulated annealing approach to the rescheduling problem, while Minton and Phillips [9] have...
proposed a local-search method for generating a schedule for the Hubble Space Telescope. Still others (e.g., [4]) have proposed expert system approaches for making scheduling decisions. This work differs from our work in that it has focused on generating a complete solution under time constraints, rather than incrementally generating the solution as needed.

Drummond and Bresina [3] have proposed a probabilistic technique for incremental plan synthesis that is called ERE (for estimated remaining entropy). This work is closely related to ours, although it is more directed to classical planning domains and does not explicitly handle deadline information. Sutton [13] has proposed a dynamic-programming based approach to incremental planning which is an extension of his original unsupervised learning work. Future work will involve incorporating some of these methods into our incremental search techniques so that we can better address more standard planning problems.

The work most closely related to our incremental search approach is on real-time A* (RTA*) [7]. RTA* is a single-agent incremental search algorithm that used an arbitrary lookahead-depth bound, in order to generate solutions to large search problems. Our work has built on this initial result, but instead of arbitrary lookahead bounds, we have investigated the situation where the problem itself constrains the amount of computation available between subsequent decisions. In addition, we have looked at other decision-making algorithms beyond the simple RTA* algorithm.

Finally, Russell and Wefald[12] have presented a very general decision-theoretic framework for making rational decisions with bounded resources. For this paper, we have investigated simple heuristic search methods for this problem, although we intend to explore the feasibility of making rational meta-level search decisions in real-time as an extension to incremental search. This approach will have to be re-evaluated with respect to the real-time constraints we have described.

There is also a vast literature on scheduling problems (e.g., [4, 6]) that we do not have space to describe in any detail. This area of research is a rich source of heuristic techniques and alternative problems.

6 Conclusions

We have proposed an incremental heuristic search approach to solving real-time planning and scheduling problems. Specifically, we have presented four incremental search adaptations to traditional algorithms for exploring a planning or scheduling problem space in real time. Our preliminary results indicate that these algorithms are promising, since their average performance is a considerable improvement over greedy decisions. Future work will include relaxing the assumption of strict decision deadlines. This will allow the scheduler to trade off the cost of delaying a decision, against the potential benefit from the additional computation.
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