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Abstract
Most planners constructed up to now are qualitative: they deal with uncertainty by considering all possible outcomes of each plan, without quantifying their relative likelihood. They then choose a plan that deals with the worst-case scenario. However, it is clearly infeasible to plan for every possible contingency. Even beyond the purely computational considerations, planning for highly unlikely worst-case scenarios can force the agent to choose an overly cautious plan with low utility. One common way to avoid this problem is to make assumptions about the behavior of the world, i.e., assume that certain contingencies are impossible. In this paper, we analyze the paradigm of qualitative planning under assumptions, using decision-theoretic tools. We present conditions that guarantee the existence of optimal assumptions (ones inducing the agent to choose the plan with maximum expected utility). Finally, we sketch how assumptions can be constructed for a certain restricted class of planning problems.

1 Introduction
Any system that acts in the real world has to deal with uncertainty, both about the exact state of the world and about the effects of performing actions. While there are many forms of planning under uncertainty, we can generalize and say that two main methods appear in the literature: qualitative planning and quantitative (decision-theoretic) planning. Qualitative planners maintain a model of the possible states in which the world might be, but do not attempt to quantify the relative likelihood of each such possibility. Such planners are typically cautious: they try to construct a plan that guarantees the agent certain minimal utility (e.g., reaching the goal) in all circumstances [GN87], (see also [McD87] for a critical view of this approach.) Quantitative planners maintain a probabilistic model of the world, where each possible outcome is assigned a probability. Such planners construct a plan that achieves the maximum expected utility. The debate on the appropriateness of each method is beyond the scope of this paper, but it is clear that each has its merits in certain application areas. In this paper we take a slightly different view. We examine qualitative planners and use decision theory as an external tool to measure the quality of the generated plans.

As we said, a qualitative planner considers all possible outcomes of each plan, and chooses a plan that works best in the worst case (a maximin plan). A naive implementation of this approach suffers from two major disadvantages. The first is computational: it causes the agent to waste resources on planning for situations that will typically not arise during the execution of the plan. But even more importantly, planning for the worst case can force the agent to choose "defensive" plans that perform well in the (perhaps very unlikely) worst case, even if their overall performance is suboptimal. In fact, since in many situations no plan is guaranteed to reach the goal in the worst case, a qualitative planner may be unable to differentiate between alternative plans, and may simply give up. "Real-world" planning agents (whether human or artificial) typically circumvent these problems by making assumptions about the behavior of the world, and then planning under these assumptions. Intuitively, an assumption made by the agent eliminates, in the agent's mind, some of the behaviors available to nature. Consider, for example, an agent who has an action for turning the key in the ignition of a car. The car may start or fail to start. Without making assumptions, a qualitative planning agent must consider both outcomes possible. On the other hand, the agent can make the assumption that if he turns the key, the car will start. The behavior in which the car fails to start is "assumed away" by the agent. In general, as in this example, assumptions are defeasible: the car can, in fact, fail to start. Systems that use assumptions must monitor the execution of the plan, and replan (using a new set of assumptions) when it fails to achieve its predicated effect.

We can view the so called traditional planners as doing qualitative planning under assumptions. The popular STRIPS assumption [FN71] postulates (among other things [Li86]) that each plan only has one conceivable outcome. This is an implicit assumption about the world. Since assumptions are defeasible, actual systems must monitor the execution of the plan, and replan if necessary [FHN72, Wi88]. Certain planners can be viewed as making assumptions (which are later dropped)
in order to quickly derive an abstract or approximate plan [Sac74, Elk90, GH92]. In this paper, we ignore the computational benefits of making assumptions, and focus on the issue of constructing assumptions that induce the agent to construct a better plan.

In order to determine whether an assumption results in a better plan, we need to judge when one plan is better than another. In this paper, we use the ideas of decision theory to measure the value of plans. More precisely, we postulate an underlying probabilistic model for the world, and define the value of the plan in terms of its expected utility. A similar approach has also been used in the context of knowledge compilation [LSF86, Hor87, HBH89]. For example, in the previous example, we assume that there is some probability that the car will fail to start, and use that probability to assign expected utilities to various plans that involve turning the key in the ignition. We can then compare the expected utility of the plan chosen by the agent with no assumptions to that of the plan chosen by the agent when certain assumptions are made. This allows us to determine which assumptions are beneficial. Note that we do not assume that the probabilities in our model are known to the agent. Rather, we use them as an external measure of the performance gained by a qualitative planner from making certain assumptions. This type of analysis can be used by the designer of the agent, as a tool for constructing good assumptions. Even if the designer does not know the precise probabilities, he or she can evaluate an assumption relative to several conceivable models, and verify that it is reasonable in all of them.

As we suggested, making assumptions can lead to an increase in the expected utility of the agent. The assumptions can provide a balance to the worst-case planning procedure used by qualitative planners: if the agent makes an optimistic, but reasonable, assumption that a certain contingency will not occur, it prevents him from choosing actions based on that (unrealistic) worst case. In the example above, the assumption that the car will start is usually a good one. With this assumption, the agent will plan as if the car will start, and simply attempt to start it when necessary. Although it is annoying if the assumption turns out to be false and the car does not start, the probability of this happening is quite low, and the actual loss of utility is rarely very high. On the other hand, without this assumption, the agent would have to plan for the worst case, which would induce him to test the car some time before it is needed (so that if necessary he would be able to fix it in time). The expected utility of this plan is typically lower than that of the plan made under the assumption. Note that the benefit of making this assumption depends not only on the probability that the car will fail to start, but also on the cost to the agent if this is the case. For example, this assumption would not be beneficial if having the car fail to start causes the agent to miss an important business appointment. In this case, it is desirable for the agent to plan for the worst case. The difference between this case and the previous one is not related to the probability of the event; it is caused only by the drastic change in the utility function.

The rest of this paper is organized as follows. In Section 2, we define a formal model for a planning problem as a game between the agent and nature, and discuss connections between the structure of the problem and the assumptions that the agent can make. We also present a motivating example. In Section 3 we investigate the existence of assumptions that induce the agent to choose "good" plans. There are clearly cases where there is no assumption that induces the agent to choose the "best" plan (the one of maximum expected utility). This is not surprising: there are clearly situations that cannot be fully represented using a qualitative model. However, we describe one important class of domains where an optimal assumption (inducing a choice of the best plan) does exist. We also describe an algorithm for constructing the best possible assumption in the general case. Finally, in Section 4, we investigate specifically the issue of constructing good assumptions. We show by example that this is, in general, a more subtle problem than it seems. We sketch how, in planning domains with strong limitations on the type of uncertainty encountered by the agent, good assumptions can be effectively constructed. We conclude with discussion and open questions.

2 The framework

It is convenient to describe any specific planning problem as a tree representing a game between the agent and nature [LR57]. The nodes of the tree denote instantaneous snapshots of the world at different points in time. The internal nodes of the tree are decision points either for the agent or for nature (for simplicity, we will refer to the agent as "he" and to nature as "she"); the outgoing edges at a node represent possible decisions at that node. The leaves of the tree represent final states, and are labelled with the utility of that state for the agent. As usual in the literature [DW91], we represent utilities as real numbers. Intuitively, each path from the root to a leaf represents one possible sequence of events leading to a final state. Traditional planning problems can be represented in this form by setting the utility at each leaf to be a certain high value if the goal is achieved (and a low value if it is not), minus the cost of the actions taken on the way [FS77].

In general, of course, the agent may not have complete information about the state of the world [Moo85]. In order to represent this, the decision nodes belonging to the agent are partitioned into information sets $V^A_1, \ldots, V^A_k$. Intuitively, the agent cannot differentiate between different nodes in the same information set. Hence, all nodes in an information set $V^A$ must have the same set of choices, denoted $C(V^A)$. (Otherwise the agent could differentiate between the nodes). We also define information sets $V^N_1, \ldots, V^N_n$ for nature. While this definition has an intuitive interpretation — nature can also make decisions "in ignorance" (independently) of previous events — the information sets of nature are best interpreted differently. We return to this issue at the end of this section.

A plan $\pi$ for the agent is a strategy: a function dictating a choice in $C(V^A)$ at each information set set.
Example 2.1: Consider a mobile robot planning an excursion. There are two places — PA and PB — on the robot's planned route where a problem can occur, forcing the robot to take a detour. The probability of the first problem is 0.4, of the second is 0.5, and the two problems occur independently. The robot has a number of options: (A) take a detailed map showing the optimal detour for PA; (B) take a detailed map showing the optimal detour for PB; (A&B) take both detailed maps; (C) take a single large-scale map showing suboptimal detours for both; (D) take nothing. The costs associated with the various aspects of the journey are as follows: the optimal detour at PA costs 4; the one at PB costs 3; both suboptimal detours cost 5; both detours cost 8 when taken without any map; carrying a map costs 2. The utility of the agent is simply the negation of his cost; for simplicity we present the example directly in terms of the cost. Figure 2 shows the tree corresponding to this planning problem. At \( V_1^N \), nature chooses whether there is a problem at PA; left corresponds to yes and right to no. At \( V_2^N \) nature chooses the analogous choice for PB. The values at the leaves correspond to costs; for example, the cost at the leftmost leaf is 2 (for carrying one map) plus 4 (for an optimal detour at PA) plus 8 (for a no-map detour at PB).

The first column of Table 1 shows the expected cost of each of the agent's five actions, computed using the probabilities for the robot's 4 behaviors: \( \beta_- \) — no problems; \( \beta_A \) — problem only at PA; \( \beta_B \) — problem only at PB; and \( \beta_{A&B} \) — problems at both places. The next five columns show, respectively, the agent's perceived cost for all actions under the following assumptions: no problems occur; problem at PA; problem at PB; problem at precisely one of PA, PB; problems at both places. The action of maximum expected utility (minimum expected...
cost) in the first column is underlined, as are the actions of maximum perceived utility in the remaining columns. The action of maximum expected utility is (C); the only assumption listed that supports that action (in terms of perceived utility) is the one that asserts that precisely one of the two problems occurs.

Consider the “optimal” assumption \( \{ \beta_A, \beta_B \} \) from the example. Nature’s decisions at \( P_A \) and \( P_B \) are presumably independent, while the assumption dictates that they are correlated (a problem occurs at one place if and only if it did not occur at the other). Intuitively, it seems more natural to allow only local assumptions: assumptions that separately restrict nature’s choices at each of her information sets. More precisely, \( \mathcal{A} \) is a local assumption if it can be defined as a Cartesian product of subsets \( L_i \subseteq C(V_i^N) \) for \( i = 1, \ldots, n \); that is, if \( A = L_1 \times \cdots \times L_n \). Clearly, such a product is a subset of \( B \), so that a local assumption is a legitimate assumption. Note that local assumptions can be represented much more compactly than standard assumptions. The representation of a local assumption is linear in the size of the tree describing the planning problem. On the other hand, the representation of a general assumption is, at worst, the number of behaviors of nature; this is typically exponential in the size of the tree.

As the example shows, there may be plans that are supported by some general assumption, but not by a local one. On the other hand, when attempting to find good assumptions, it is clearly simpler to search the space of local assumptions. We now provide a condition on nature’s information sets which guarantees that we can safely restrict attention to local assumptions. We say that nature has perfect recall if for any of her information set \( V_i^N \), and for any two nodes \( v_1, v_2 \) in \( V_i^N \) the sequences of nature’s decisions leading to these two nodes is exactly the same. In particular, this means that the paths leading to these two nodes must traverse precisely the same sequence of nature’s information sets. Intuitively, if nature takes different decisions on the way to two nodes in the tree, and nature never “forgets”, then she would be able to differentiate between the two nodes, so that they could not be in the same information set. Note that we can similarly state an assumption of perfect recall for the agent.

**Theorem 2.2:** If nature has perfect recall, then any assumption \( \mathcal{A} \) is local, i.e., there are \( L_i \subseteq C(V_i^N) \) for \( i = 1, \ldots, n \), such that \( A = L_1 \times \cdots \times L_n \).

But what do information sets for nature even mean? In our probabilistic model, it only forces us to use the same probability distribution over choices at all nodes in the information set. Given a tree, we can always refine nature’s information sets by partitioning each information set into smaller sets. Since the probability distributions at the nodes do not change, this does not change the expected utility of the agent’s plans. However, it does change nature’s strategies and local strategies. In the tree of Figure 2, for example, we placed all the decision points regarding \( P_B \) in the same information set, representing the fact that this decision is independent of the one regarding \( P_A \) (and both are independent of the agent’s decision). Hence, nature does not have perfect recall: in \( V_2^N \) she does not remember her previous decision at \( V_1^N \). We can transform this tree into one where nature has perfect recall by partitioning the information set \( V_2^N \) into two -- \( V_{2y} \) and \( V_{2n} \); the assignment of each node to a new information set is according to which decision was taken at \( V_1^N \). y and n respectively. In the figure, the higher nodes correspond to \( V_{2y} \) and the lower nodes to \( V_{2n} \). The probability of the final outcomes (the choice of locations with a problem) is the same in both models. However, nature’s strategies in each case are different, and hence so are the possible assumptions the agent can make. Note that the assumption \( \{ \beta_A, \beta_B \} \) is not a local assumption in the first model (the one with imperfect recall). On the other hand, in the new model, the corresponding assumption is local: it can be represented by \( L_1 = \{ y, n \} \), \( L_{2y} = \{ n \} \), and \( L_{2n} = \{ y \} \).

Thus, the granularity of nature’s information sets determines a tradeoff between a simpler description of the game (one that also represents the independences inherent in the domain) and the expressiveness of the local assumptions that the agent can make. Theorem 2.2 gives a condition guaranteeing that local assumptions are as expressive as possible.

### 3 Choosing good assumptions

How can we choose an assumption that supports a good plan? If we wish the agent to execute a particular plan \( \pi^* \), is there an assumption that supports it? In the full paper, we present Algorithm FindAssump, which provides a partial answer to this question. In a domain where both the agent and nature have perfect recall, the algorithm determines for a plan \( \pi^* \) whether there exists an assumption supporting it. If such an assumption exists, the algorithm returns the most general (least restrictive) one. The algorithm works in the following manner. It computes the worst strategy \( \beta^* \in \mathcal{A} \) that nature can apply against \( \pi^* \) (initially \( \mathcal{A} = \mathcal{B} \)). It also computes the worst outcome nature can force on the agent: \( \max_{\pi} \min_{\beta \in \mathcal{A}} U(\pi, \beta) \). Since the agent plans for the worst case, he cannot guarantee himself a better utility. If he can guarantee this utility using \( \pi^* \) — i.e., if \( U(\pi^*, \beta^*) \) achieves this utility — then \( \pi^* \) is an optimal plan relative to \( \mathcal{A} \). If not, then any assumption set that includes \( \beta^* \) will not support \( \pi^* \) (another plan will always be better). Hence, it is possible to prune \( \beta^* \) from any further consideration. This is done by examining the path that leads to \( U(\pi^*, \beta^*) \) and finding the deepest information set \( V_i^N \) where \( A \) allows nature a choice between two or more actions. The action that is chosen by \( \beta^* \) at \( V_i^N \) leads to the bad outcome \( U(\pi^*, \beta^*) \); we therefore assume that nature does not take it. The algorithm then iterates with the modified assumption. If the algorithm reaches an assumption containing exactly one strategy, and it does not support \( \pi^* \) then it returns a negative answer. In the full paper we present the algorithm.

---

2The size of the tree does not grow when we refine information sets. Hence, we do not lose the advantage of compact representation for local assumptions in the refinement process.
Algorithm, prove its correctness, and show that it runs in quadratic time in the size of the tree.

Using a well-known theorem from game theory, in games with perfect recall the plan $\pi^*$ of maximum expected utility can be computed from the game tree in linear time. We therefore obtain the following result.

**Theorem 3.1:** For a planning problem represented by a game tree with perfect recall, it is possible to decide in quadratic time whether there exists an assumption supporting the plan of maximum expected utility.

In Example 2.1, we saw that the plan of maximum expected utility is supported by some assumption. Hence, in that example, a qualitative planner, guided by an appropriately chosen assumption, can do as well as a decision-theoretic planner. Unfortunately, it is easy to construct examples showing that this is not always the case. If the optimal plan is not supported by an assumption, we may wish to find the best plan that is. This can be done by enumerating the possible plans, and ordering them by expected utility. We can then check, starting from the best plan and going down, which plan is supported by some assumption. Unfortunately, this procedure is impractical since the number of possible plans is exponential in the size of the tree. As of now, we do not have a good technique for finding the best possible assumption.

There is, however, one important class of domains in which this problem does not come up. In situations where both players have perfect information — all information sets contain exactly one node — the plan of maximum expected utility is always supported by an assumption. Although perfect information implies that the agent has no uncertainty about the current state of the world, there is still a significant source of uncertainty: nature’s future choices. The perfect-information restriction for the agent is one that is common to most planning systems. As we explained in the previous section, the perfect-information constraint on nature’s information sets ensures sufficient expressive power for the set of assumptions considered by the agent. In particular, it enables the agent to make “Murphy’s Law”-like assumptions, such as “If I take no maps, then everything will go wrong, and if I take maps, then no detours will ever be necessary.” While this type of assumption might not be consistent with the causal structure of the world, it can certainly be a useful assumption for the agent to make for the purposes of planning.

**Theorem 3.2:** In any planning problem represented by a game tree with perfect information, there exists an assumption $A$ supporting the plan of maximum expected utility.

Using Algorithm FindAssump, this assumption can be found in quadratic time.

Furthermore, we can often convert domains where the agent has imperfect information to ones where he does, by modelling nature’s decisions as happening just before the agent discovers their outcome (even if this is not an accurate temporal description).

### 4 Design issues in assumption making

Algorithm FindAssump is an initial step in the construction of tools for the designer. It allows the designer to determine whether a qualitative planning agent can achieve a high level of performance in the specific domain at hand, and what assumptions can enable him to do so. For example, the designer can test whether certain “good” plans are chosen by the agent, and under which assumptions. This procedure can also allow us to analyze existing planners in order to determine when the assumptions they make are justified.

However, the applicability of Algorithm FindAssump as a general-purpose design tool is very limited. It constructs good assumptions for a specific planning situation, i.e., relative not only to a domain, but also to a specific goal and initial state. It is clearly unrealistic to expect the designer to construct an appropriate assumption for each possible planning situation encountered by the agent. In this section, we investigate the issue of designing assumptions in a more general way, that does not depend on all the attributes of the specific planning situation.

Unfortunately, assumptions that are good “in general” are not easy to construct. Intuitively, assumptions are designed to make the best plan “look good” to the agent, i.e., raise its perceived utility. However, the choice of best plan depends on the utilities and probabilities in the domain. Consider again the example from the introduction, where the agent can assume that the car will start if he turns the key. As we pointed out, the benefit of making the assumption depends on the utilities: if the agent loses significantly from the car failing to start, the assumption that the car will start is no longer a good one. But the utilities are determined by the specific goal. We might hope to be able to construct assumptions in a hierarchical manner: to construct assumptions for actions or sub-plans, and then combine them into assumptions for a large plan. Here also, matters are not so straightforward. While the assumption that the car will start is useful on any given day, it is probably unwise to make a long term plan (such as driving cross-country) based on the assumption that the car never fails (which is an event whose probability is much higher). But there is an even more subtle problem: the best plan depends on the other possible plans. In the example above, we made the assumption that the car does not fail, since it supports the plan of simply starting the car when needed, which is a better plan than checking it thoroughly in advance. Now, assume that the agent also has an alternative option — taking the train — which is slightly slower but always reliable. This new plan might have a higher expected utility, but the assumption that the car always works would induce the agent to choose the car nonetheless. Thus, the usefulness of the assumption cannot be decided in isolation: it also depends on the other options available to the agent.

These examples show that the problem of making assumptions modularly is a very difficult one. But it is not hopeless. In a given domain, we can often identify classes of problems that share similar starting conditions and goals, and thereby construct assumptions that are bene-
ficial for all the problems in the class. We can also characterize general structural properties of domains, which enable us to determine easily whether certain types of local assumptions are useful or not. In the remainder of this section, we describe one type of uncertain event for which we can determine easily whether the associated assumption is beneficial. Consider a domain where certain contingencies may arise. Intuitively, a contingency $c$ is an uncertain event that occurs uniformly over plans, and whose costs are also uniform (the cost-uniformity is described below). That is, for each plan that may encounter $c$, the probability that it occurs is the same. Furthermore, in any planning situation (a tree) either all plans encounter the contingency or none do. (Technically, it is an information set of nature that appears on any path to a leaf node in the tree.) For example, consider a domain similar to Example 2.1, where the agent must navigate around a building where there are doors that may be locked. For any given starting point and goal, the doors that the agent must pass through are the same. In such a domain, it is reasonable to suppose that the probability of a locked door, and the cost of dealing with it, is independent of the plan chosen. However, if the cost of a contingency is truly fixed, then it does not affect the planning process; in this case, assumptions become irrelevant. We therefore allow the agent to take certain preemptive actions, which reduce the cost of some contingency. For example, taking the key to a door is a preemptive action that reduces the cost to the agent if he finds the corresponding door to be locked; similarly, the action of taking a map in Example 2.1 is also a preemptive action. We can now define the cost-uniformity constraint, and assume that the cost of the contingency is the same over all plans where a preemptive action is taken, and the same over all plans where it is not; these two costs can, however, be different. More precisely, let $\beta^+$ and $\beta^-$ be a pair of behaviors that are identical but for the fact that $c$ occurs in the former but not in the latter; similarly, let $a$ be a preemptive action and $\pi^+$ and $\pi^-$ be two plans that are the same except that $a$ is taken in the former and not in the latter. Then we assume that:

\[
U(\pi^+, \beta^-) = U(\pi^-, \beta^-) + \text{cost}(a)
\]

\[
U(\pi^-, \beta^+) = U(\pi^-, \beta^-) + \text{cost}(c|\neg a)
\]

\[
U(\pi^+, \beta^+) = U(\pi^-, \beta^+) + \text{cost}(a) + \text{cost}(c|a).
\]

That is, the cost of taking a preemptive action, and the costs of the contingency with and without the action, are the same for any plan and behavior.

In such a domain, when can we assume that a contingency does not occur? Such an assumption reduces the incentive of the agent to take appropriate preemptive actions. Hence, certain assumptions are beneficial while others are not. In a domain with complex interactions between contingencies and preemptive actions, the problem of finding an optimal assumption can be shown to be NP-hard, even if all contingencies can occur in all plans. However, if this latter condition holds, we can determine whether a given assumption is beneficial in polynomial time. Furthermore, in the special case where each preemptive action is associated with precisely one contingency, we can give a simple rule that allows us to decide whether an assumption should be made:

**Theorem 4.1:** Consider a domain with contingencies $c_1, \ldots, c_k$ and the preemptive actions $a_1, \ldots, a_k$, where $\text{cost}(c_i|a_j) < \text{cost}(c_i|\neg a_j)$ if $i \neq j$. Then the assumption that $c_i$ does not occur is beneficial if

\[
\text{cost}(a_i) > \Pr(c_i)[\text{cost}(c_i|\neg a_i) - \text{cost}(c_i|a_i)]
\]

That is, the decision for each contingency can be made in isolation. The resulting assumption is optimal for any planning problem in the domain.

While this theorem deals with a rather restricted case, it is possible to extend it in two ways. We can allow a single preemptive action to affect the cost of several contingencies, or we can allow several preemptive actions to address a single contingency. It is only the combination of the two types of interaction that cause the NP-hardness result mentioned above. As an example of the first type of interaction, consider the following scenario. The agent is planning a cross-country car trip. On each day of the trip, the agent might encounter the contingency that the car fails to start (one contingency per day). A possible preemptive action is the join the American Automobile Association (AAA). This action has a fixed cost, but it reduces the cost associated with each of the above contingencies. (For example, a AAA membership allows the agent to have the car toed to a garage with no charge.) If the trip takes $n$ days, then the AAA membership is worthwhile if $\text{cost}(\text{AAA}) \leq n \Pr(\text{break})[\text{cost}(\text{break}|\neg \text{AAA}) - \text{cost}(\text{break}|\text{AAA})]$. If $\Pr(\text{break})$ is small enough so that the preemptive action is not worthwhile, we need assumptions that would make its perceived utility lower. In such a case, the best assumption (the one generated by our algorithm) is that the contingency break will not occur too often. That is, nature will not choose it more than $k$ times where $k$ is the largest number such that $\text{cost}(\text{AAA}) \leq k[\text{cost}(\text{break}|\neg \text{AAA}) - \text{cost}(\text{break}|\text{AAA})]$. That seems like a very natural assumption to make. In fact, experimental results, derived from an implementation of our algorithm, demonstrate that the best possible assumptions are often very natural ones. This observation is very encouraging, since it suggests that designers of planning systems may be expected to make good assumptions.

## 5 Conclusions

This paper presents some preliminary results on the subject of making assumptions in qualitative planning. Our results provide a framework for rationally justifying (using decision-theoretic techniques) the assumptions that agents make. We showed that assumptions can induce a qualitative planning agent to choose a better plan, i.e., one whose expected utility is higher. In the important class of domains where the agent has perfect information, such an agent can achieve optimal utility: the
utility he could have obtained had he used a decision-theoretic planning process. We also described some of the issues facing a designer of a qualitative planning system, and presented a restricted type of domain, where we can give guidance on constructing good assumptions.

The framework developed in this paper could be extended in a number of very interesting directions. The most obvious is a deeper investigation of a design methodology for making assumptions in practical planning domains. While this is a very ambitious goal, we believe that progress can be made in domains of certain types. In this paper we did not examine the computational benefits of assumption making. Such an analysis would be applicable to both qualitative and decision-theoretic planning [DKKN93].

Finally, there is a close connection between assumptions and default rules. As we pointed out, assumptions are defeasible: an agent might discover that an assumption he made was wrong. In this case, the agent should stop and replan, using a new set of assumptions [FHN72, Wil88]. The process of replacing an assumption with a new one is closely related to belief revision. The connection between assumptions and defaults is not limited to this aspect. For example, in [Elk90, GH92], defaults are used in the planning process in order to focus the search on the difficult aspects of the plan. That is, there is a default assumption that certain subgoals, that are relatively easy to achieve, are in fact achievable. Our framework does not address this use of assumptions. However, we hope that it will allow us to formally justify their use. That is, in certain domains, we may be able to specify which assumptions can be “safely” made, i.e., without sacrificing the quality of the constructed plan. One special type of “safe” assumptions are those that concern contingencies that have very small probability. As in Section 4, we can examine domains that are almost deterministic: where each action results in a single outcome with a very high probability, but certain contingencies might occur. Using the techniques of Section 4, we can determine (based on the probabilities and utilities in the domain) when we can safely assume that a contingency does not happen. This extends the the idea of probabilistic semantics for defaults [Pea89] (e.g., ϵ-semantics) to incorporate utilities. We are currently investigating these and other connections between assumptions and defaults.
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