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Abstract
The quality of an object localization depends essentially on the adequate selection of a suitable reference. In most computational approaches developed so far only the distance between the located object and a potential reference object has been used as a decision criterion. However many other criteria have to be considered for a cognitively plausible selection of adequate reference points. In this paper we investigate how object and context dependent properties, like referentiality, visual salience, functional dependencies, or prior knowledge, influence the quality of a reference object. Each factor is quantitatively determined and scaled by relevance to a certain context. The scaling permits the necessary comparability of the different quality criteria. Finally, on the basis of these factors a computational model is presented which permits a context dependent determination of the best reference object in a particular spatial configuration.

Introduction
"Where is object A positioned?". The answer to spatial queries like this requires locating a known object A with reference to another (reference) object. The localization of a particular object is an often required procedure in many applications dealing with the domain space. The applications range from general spatial information systems, like geographic information systems or driver information systems, and systems using multi-modal instructions, to applications in Virtual Reality. Understanding the use of spatial references permits the development of better interfaces between systems and human users in the spatial domain.

Most algorithms developed so far in this context use very simple mechanisms for the determination of adequate reference objects (e.g., Carsten & Janson 1985; Wazinski 1992). The distance from the located object (LO) to the reference object (RO) is often the only criterion used. However many other crucial factors which depend either directly on the objects or on context factors need also to be considered.

The most easily recalled attributes of a region are typically referred to as landmarks. They are used to denote distinguishing features of a route or a region (Lynch 1960; Appleyard 1969; Downs & Stea 1973; Siegel & White 1975). In the first case they support navigational decisions, whereas in the second case landmarks allow for the maintenance of general geographical orientation. Recognizability (Lynch 1960), use (Appleyard 1969), and cultural meaning (Moore 1979) have been emphasized as being the key factors for the relative landmark status of a place. The metaphor cognitive map is usually used to describe mental representations of environments, including landmarks, knowledge about the spatial relations between them, routes and metric survey information (Gärbling & Golledge 1989). However the cognitive map seems to be systematically distorted and potentially contradictory (see e.g., Stevens & Coupe 1978; Sadalla, Burroughs, & Staplin 1980; Tversky 1981; Holyoak & Mah 1982; Hirtle & Jonides 1985), and thus not easily reconcilable in a map-like structure (Tversky 1993). This led Tversky to propose the term cognitive collage as often being a more appropriate metaphor for environmental knowledge than cognitive map.

Some landmarks function as spatial reference points, points that serve as the basis for the spatial location of other non-reference points. The concept of spatial reference points implies that the position of a large set of non-reference locations in a particular region is defined in terms of the position of a smaller set of reference locations (Sadalla, Burroughs, & Staplin 1980). Places, known as reference points, are relatively better known and serve to define the location of adjacent points. According to the findings of Rosch (1975) about the existence of asymmetries in similarity judgments between semantic reference points and non-reference points, Sadalla, Burroughs, and Staplin were able to measure asymmetries of cognitive distances between spatial reference points and non-reference points. For example, subjects were able to indicate the proximity of reference points faster than they could indicate the proximity of equidistant non-reference points, and that the direction of particular target locations is more quickly verified relative to reference locations, than relative to non-reference locations. An experimental cluster
analysis of the six clusters size, familiarity, cultural value, form quality, marker salience, and visual salience showed that the attributes of locations designated as reference points are related to the scales of familiarity, visibility from a distance, domination of nearby places, and cultural importance. This gives us an initial idea of how to categorize the attributes which affect the quality of an object, or of a place to serve as a reference object. 1 The first category is related to features specific to the object or place, and the second is determined by additional context dependencies, like functional dependencies or the prior knowledge of the listener.

In this paper we first analyze the factors that govern the choice of reference landmarks in cognitive usage, and how they can be quantitatively measured. Finally, a domain independent model is developed for selecting suitable reference objects to describe a scene to a human user or to answer queries about spatial configurations.

Quality Criteria for Reference Objects
Object localization requires the establishment of a spatial relationship between an object to be located and one or two reference objects (Talmy 1983; Herskovits 1986). The localization task can be divided up into three parts: First, the object of interest, the LO, is identified, then an object suitable for use as a referent, the RO, is selected, and finally a linguistic description of the relationship between the objects from some specific point of view is specified. In this paper we will put emphasis on what makes an object a good reference object, and how this can be integrated into a computational theory.

1 Note: Reference object in this context means all kinds of spatial objects or places which can be used to locate an object's position.

Talmy (1983) categorized the located or primary object, in contrast to the reference or secondary object, as having spatial variables that tend to be: More mobile, smaller, conceived as being geometrically simpler (often point-like), more salient, more recently on the scene, and more in awareness.

The region where an object can be located depends mainly on its size (Habel & Pribbenow 1988). This means that for large objects, like buildings, the search space for adequate reference objects is significantly larger than for smaller objects, such as a chair or table. Size, as well as many other factors, function as quality criteria in the selection process of adequate reference objects. Features directly related to the potential reference object are considered first, followed by factors related to the particular context.

Relevant Object Features
An important property of a reference object in a general localization task is its visual salience. Visual salience of an object depends on the interaction of basic features like size, shape and color, correlated to the corresponding attributes of the surrounding objects (Treisman 1988). Objects which are large in size with a salient shape and/or color are therefore preferred reference points.

Visual Salience With an object's size one usually refers to the length, width, and height of the object (cf. Figure 1a). However, for some objects, size refers only to one specific dimension, and this dimension varies between objects. For example the size of a road means its width (cf. Figure 1b), and the size of people, their height (cf. Figure 1c). It seems as if the side which varies most obviously, is usually used for size discrimination.

A phenomenon which is related to size perception, and which makes the exact determination of size more difficult, is that of illusory distortions. Classical il-
illusion configurations such as the Müller-Lyer illusion (Figure 2) give rise to strong misperceptions of size. In the Müller-Lyer illusion the arrowheads on the end of the lines make them appear longer or shorter, depending on the direction in which they point. In most current explanations of size distortions it is assumed that this illusion arises because the arrowheads delineate a set of spans either side of the line, which are either longer or shorter than the line itself.

In (Stuart, Bossomaier, & Johnson 1993) the argument was developed that size illusions are the consequence of interference effects in the size domain. Their empirical work showed that the size domain is coded in parallel, which is an important prerequisite for the assumption of sparse sampling of the size domain.

In the context of reference quality, the size of different kinds of objects must be compared. It is therefore proposed, as a first approximation, to express each object's size through its visible horizontal and vertical extensions. The relative size of an object compared to the surrounding objects is then determined by comparing the measured differences in each dimension. The result is that object B (e.g., a flagpole) presented in Figure 3 is more visually salient than object A because of the bigger difference in vertical size when compared to the difference in horizontal size. It remains to be seen which dimension (probably the vertical) has the bigger influence.

“What is smaller is preferably located with respect to what is larger” (Levelt, 1989, p 155), but there are exceptions: Size, as well as most other object features, is defined relative to other proximal objects. If in a certain context all potential candidates for a reference object have the same features of visual salience, except that one object is considerably smaller, then the smaller object might be more salient than the others. Consider for example the two spatial situations shown in Figure 4. In Figure 4a the answer to the question “Where is the LO positioned?” would be “above R4”, whilst in Figure 4b the object R1 would be the preferred reference object. In the first case R4 is visually salient because it is the largest object. However, in the second case R1 is more salient than the other objects, because its lower size distinguishes it from the surrounding objects.

If objects are of nearly the same size, then the shape of the objects is another feature which helps to make them more distinguishable. The visual salience of a certain shape is again dependent on the shapes of the surrounding objects (cf. Figure 5a,b). Rotation can increase the salience of an object within a group of objects of the same shape (cf. Figure 5c). A car lying on its side is very salient in a parking area, if all the other cars are in normal position.

A feature of objects which is easiest to perceive is color. Experimental evidence indicates color or, more exactly, color differences as being directly responsible for the conspicuousness of objects (Carter & Carter
Again there is no absolute measure for the salience of a certain color, because, e.g., a light gray dot on a white background is not salient, whereas it is salient on a black background (cf. Figure 6).

Computer systems mainly use the additive, hardware-oriented RGB color theory. In the RGB model each color is divided up into a red, a green, and a blue value. However the use of the RGB color scale is unnatural for man machine communication, since its metrics do not represent color differences on a uniform scale, and colors are not organized in an intuitive manner.

In (Johansson 1949) it was stated that the basic attributes by which humans characterize and distinguish the appearances of colors are 1. hue, 2a. chromaticness 2b. saturation, 3a. lightness and 3b. clearness. According to the international lighting vocabulary (CIE 1987) these values are defined as follows:

**Hue** is an attribute of a visual sensation according to which an area appears to be similar to one of the perceived colors, red, yellow, green, and blue, or to a combination of two of them.

**Chromaticness** is an attribute of a visual sensation according to which the perceived color of an area appears to be more or less chromatic.

**Saturation** is the chromaticness and colorfulness of an area, judged in proportion to its brightness.

**Brightness** is the attribute of visual sensation according to which a given visual stimulus appears to emit more or less light.

**Lightness** is the attribute of visual sensation according to which a given visual stimulus appears to emit more or less light in proportions to that emitted by a similar area perceived as having a “white” stimulus.

Johansson proposed that three variables, one from each of the three categories, are necessary to define the appearance of colors unambiguously. In a 3-dimensional geometrical representation of colors, any of these three may be used as major axes. Colors representing constant amounts of these attributes, or constant differences in any of these attributes, in such a geometrical representation are simply illustrated by straight lines.

Systems which describe and classify color based on human color perception are called color appearance systems (Derefeldt 1991). They are defined by perceptual color coordinates or scales and by a uniform or equal visual spacing of colors according to these scales. Only a few color systems fulfill these criteria. These are the Munsell (Munsell, Sloan, & Godlove 1933), the DIN (Normen 1980), the NCS (Hård & Sivik 1981), and the OSA/UCS (Judd 1955) color systems. In many computational applications the CIELUV and the CIELAB color spaces are also used as approximations to color appearance systems. Despite the fact that none of these systems can claim the advantage of representing all the basic appearance attributes of surface colors and their interrelations, the use of color appearance systems in computer applications always requires the measurement of the chromaticity coordinates of the monitor’s RGB phosphors. However, in most cases approximations should be precise enough to account for the color when coping with the visual salience of objects.

The actual evaluation method for measuring color differences or contrasts between an object and its background is largely independent of the underlying color system. The problem of a cognitively adequate determination of color salience hasn’t been fully solved yet. Therefore an approximation is proposed which works well under the assumption of single-colored objects without textures.

![Figure 7: Color contrast](image)

Color contrast has to be computed locally. For example, the small gray squares in Figure 7a are locally

---

See Derefeldt (1991) and Billmeyer (1985) for an overview of color appearance systems.
salient but globally not salient; in the latter case the background color would also have to be gray. The size of the local background is directly dependent on the extension of the object considered. For example in Figure 7b, the area has to be chosen in such a way that parts of the white and the black background are focused. The same is true in Figure 7c: The small black square is not salient if one considers the local background. But in (d) the square is slightly salient because its black color differs from the white and gray colors.

The following algorithm accounts for all phenomena shown in Figures 7a-d. The color structure of an object's local background area is analyzed and related to the object's own color (cf. Figure 8a). The determination of the single color areas, taking into account the current perspective view, can be accomplished with a z-buffer or a ray-tracing algorithm, depending on the precision required (cf. (Foley et al. 1990; Glassner 1989)).

The color contrast is then computed as follows: Let \( n \) different colors \( C_i, i = 1, \ldots, n \), be determined in the local background area of the potential reference object and let \( A(C_i) \) be the area occupied by the color \( C_i \). Furthermore, let \( C_{Ref} \) be the reference color of the object and \( D_{ref} \) a function which measures the visually perceivable distance between two colors with reference to the color appearance system \( cs \). The color contrast \( CC \) between an object \( O \) and its background is then defined as the sum of the single color differences weighted according to their occupied areas:

\[
CC(O) \overset{\text{def}}{=} \sum_{i=1}^{n} \frac{A(C_i) \cdot |D_{ref}(C_{Ref}, C_i)|}{\sum_{j=1}^{n} A(C_j)}
\]

The algorithm is illustrated in Figure 8b. In the example, only differences in brightness, on a scale between 0 and 1, are used as color differences. The color coordinate of the potential reference object is \( C_{Ref} = 0.5 \). Three different background colors have to be taken into account \( C_1 = 0.4, C_2 = 1.0, \) and \( C_3 = 0.0 \). The proportions of occupied background areas are .25, .25, and .50 respectively. Hence the color contrast adds up to:

\[
CC(RO) = \frac{3}{3} \cdot \frac{0.25 \cdot |0.5 - 0.4| + 0.25 \cdot |0.5 - 1| + 0.5 \cdot |0.5 - 0.0|}{0.25 + 0.25 + 0.5} = 0.4
\]

The resulting contrast value of 0.4 corresponds to a moderately salient object with respect to its color. If the object color had been white (black) instead of gray, the contrast would have been 0.35 (0.65). These results support the validity of the proposed algorithm for the computation of local color contrasts independently of a specific color system.

More salient environmental features may have precedence over less salient ones (Taylor & Tversky 1992a). Experimental studies in (Mangold 1986) showed that color dominates size and shape in object identification tasks. Furthermore, size is more easily recognizable than shape. This ordering can be used for a weighted combination of the three features color, size, and shape, related to a single attribute of visual salience.

Mobility A property of an object which is independent of other objects is the distinction between permanently located and movable objects. In most cases, the preferred reference objects are objects with a stationary setting within a certain reference frame (cf. (Talmy 1983)). Even if a movable object is located at a particular place for a long time (e.g., a parked car), a permanent stationary reference object is more suitable. Permanently located objects are preferred reference points because localizations using movable reference objects run the risk of being applicable only at a certain moment of time. However, there are exceptions, e.g., if the object to be localized is also moving. In such cases, objects moving in the same direction can be appropriate references. Hence it follows that mobility is an object-specific feature which in certain situations is influenced by aspects of the context.

To account for the mobility status of an object in a certain situation, four different degrees of mobility are proposed.

1. **permanent**
   This class contains objects (e.g., buildings, countries, oceans) which are not able to move by themselves and cannot in general be moved by external forces.

2. **immobile**
   Objects in this mobility class (e.g., pens, books, tables) are not able to move by themselves, but they can be moved by external forces.
3. potentially mobile

These objects (e.g., parked cars, anchored ships) can move independently, but they are in a temporarily immobile state.

4. mobile

Mobile objects (e.g., humans, animals, moving cars) are in motion at the time of localization. Hence they will occupy another position at the next moment.

The single classes describe the degrees of mobility of an object at a certain time. Therefore, at different times, objects can belong to different mobility classes. For instance, a brick belongs to Class 2. But its mobility grade changes to permanent, if it becomes part of a house. A car can change its class membership in the same way between the degrees mobile and potentially mobile depending on its current mobility status.

Frame of Reference A last point we want to address in the context of specific object features belongs to the coordination between perception and language required for producing and understanding spatial expressions. Perceptual cues about spatial relations between objects in the perceived environment and expressions that describe these relations must be mapped onto some mental representation of space in order for communication to occur (Miller & Johnson-Laird 1978). The interaction between perception and language requires the adoption of a frame of reference with respect to which spatial positions can be defined (Carlson-Radvansky & Irwin 1993). One distinguishes three different frames of reference: The viewer-centered or deictic, the subject-centered or intrinsic, and the environment-centered or extrinsic frame of reference (Fillmore 1975; Miller & Johnson-Laird 1976; Marr & Nishihara 1978; Talmy 1983; Levelt 1984; Pinker 1985; Retz-Schmidt 1988).

The question, which frame of reference has to be used for communication in a certain context, is not entirely solved yet (cf. Schober 1995). It was argued in (Miller & Johnson-Laird 1976) that the choice of the perspective is dependent on features of the configuration to be described. They proposed the preference of an intrinsic perspective where possible, i.e., if the reference object has an intrinsic front. If a deictic interpretation is intended when an intrinsic interpretation is possible, the speaker will usually add explicitly "from my point of view" or "as I am looking at it" (Miller & Johnson-Laird, 1976, p 398). In contrast, Levelt showed that the same spatial configuration can be described from both an intrinsic and a deictic perspective. However the speaker has to keep a chosen perspective constant for the whole description (Levelt 1982). In (Ehrich 1985) subjects were asked to describe the arrangement of furniture in a doll's house and to analyze the factors that determined the selection of reference objects and relations. In most descriptions a deictic perspective was used. Ehrich interpreted the dominance of the deictic perspective as the necessity of keeping a selected frame of reference constant. Therefore, it is much easier to describe a complete spatial configuration, such as a room, from a deictic perspective.

Following these results the intrinsic perspective is proposed to be used, if the reference object has an intrinsic front. However, if the task is to completely describe a particular environment with more than three objects, then the deictic perspective is preferred.

Context Dependencies

The situational context in which an object localization takes place has a great influence on the selected reference point. Although one often tends to see the basic object features like color, shape, and size as the crucial factors when deciding which reference object to choose, context dependencies are sometimes more decisive.

Referentiality Referentiality, for example, is crucial in the process of object localization. It is not possible to refer to an object if one cannot conclude from its visible parts its semantic interpretation, i.e., if the object cannot be unambiguously identified from a certain perspective. The necessity of referentiality was also verified in (Sadalla, Burroughs, & Staplin 1980), where visibility from a distance was rated as one of five important factors for reference points.

![Figure 9: Intervening objects](image)

Figure 9: Intervening objects

Object identification is complicated if an object is not in its intrinsic position or if parts are occluded by other objects. Three different kinds of such intervening objects (IO) can be distinguished. An intervening object can appear between the located object and the potential reference object (cf. Figure 9a,b), or it can be located between the viewer and the reference object (cf. Figure 9c). Also the located object can itself function as an intervening object, if it is positioned between the viewer and the reference object (cf. Figure 9d). Depending on its dimensions, an object located between the located and the reference object functions like a barrier and consequently decreases the quality of a potential reference object (Gapp & Maaß 1994). The
same occurs if in 3-dimensional space from a particular point of view, a reference object is fully or partially occluded from another object. If the occlusion is too severe, e.g., referentiality of the potential reference object is no longer given, then either another object has to be selected for reference or, if possible, the point of view must be changed.

In each case the intervening object occludes parts of the reference object and therefore affects its visual salience. The following method is proposed to account for intervening objects: Depending on the location of the intervening object, either from the located object's center of gravity or the point of view, the intervening object is projected onto the reference object (cf. Figure 10a,b). Depending on the degree of occlusion, the hidden parts of the reference object influence the computation of an object's visual salience (e.g., size), as well as its degree of referentiality.

Figure 10: Projection of the intervening object onto the reference object

However, it is too simple to make the referentiality of an object only dependent on its degree of visibility. It is, rather, the visibility of an object's prominent parts, which allow for its identification, that defines referentiality. For example, if only the spire of a church is visible, the partially occluded object is still easily perceivable as a being church. However, if only the spire is occluded, the identification of the object as being a church might be much more difficult, although in the latter case the hidden part of the object is smaller than it was in the former.

The minimal set of an object's prominent parts which need to be visible for an unambiguous identification of the object can not yet be computed automatically and need to be marked for each object by hand. It is therefore proposed to use the degree of visibility of an object as a first approximation for its referentiality. In the examples shown in Figure 10a,b this corresponds to a referentiality factor of about 25% in the 2-dimensional and about 33% in the 3-dimensional case.

Distance The probability of the occurrence of intervening objects depends on the distance between the reference and the located object respective to the point of view. Since distance itself is a decisive criteria for reference objects, the closer a potential reference object is situated to the located object, the better or more precise the localization. This "nearness condition" of objects need not be explicitly mentioned in a localizational phrase, like "the tree is in front of the church". On the contrary, "nearness" is the unmarked case, the default, unless one has evidence to the opposite (Herskovits 1985). If in a particular localization the reference point is further away than usual, distance information, like 500 feet away, is usually added.

Figure 11: Two methods of distance measurement

The distance between two objects is usually defined as the minimal distance between the borders of the objects (cf. Figure 11a). To account for the asymmetrical distance judgments between ordinary objects and reference objects (Sadalla, Burroughs, & Staplin 1980) a new metric is necessary which, e.g., measures the distance relative to the reference object's extension (cf. Figure 11b). However, the size of an object is already a feature that is used in the determination of a best reference object; thus using such a new metric would consider the object's size twice. It is therefore proposed to measure the distance between the located object and a potential reference point using the shortest distance between the objects. The asymmetrical distance effect is then taken into account in combination with the separate feature "size".

Functional Dependencies Items that are related are more likely to be remembered together (Tulving 1962). Spatial distance as a relation between objects is one factor that leads to a grouping in memory (Stevens & Coupe 1978; Hirtle & Jonides 1985; McNamara 1986; Taylor & Tversky 1992b). Non-spatial organizations may also be used, for example, in remembering items together that are related by function rather than by spatial proximity. In (Hirtle & Jonides 1985) it was found that people tended to group commercial buildings with other commercial buildings, and university buildings with other university buildings, despite the fact that the buildings were spatially interspersed. According to this, in Figure 12 it is more likely that people will choose the monitor as a reference object for the computer than the chest. The semantic relationship between the monitor and the computer and their spatial nearness will lead to the formation of a spatial cluster and to a priming effect (Hirtle & Heidorn 1993). However it is important to note that the priming from non-spatial associations occurs indepen-
dently from a priming by spatial relations (McNamara & LeSeur 1989).

Figure 12: Functional dependencies

Prior Knowledge Grouping and clustering of objects by non-spatial associations is partly dependent on the prior knowledge of the user. The prior knowledge itself can be decisive in the selection process of a reference object. Imagine, for example, a scene with a swimming pool, a soccer field, and a school building as presented in Figure 13. If a pupil is asked where the swimming pool is, he will probably choose the school as the reference. However, a soccer player might tend to refer to the swimming pool as being close to the soccer field.

Figure 13: Prior knowledge: The swimming pool is close to the school/soccer field

Prior knowledge influences the localization task in two ways: On the one hand, the chance of an object being selected as a reference object only increases if the object is known to the person asked for its location. On the other hand, objects are also preferred as reference objects if they are more likely to be known to the person who asked for the object’s location. In the latter case stereotypes can be defined, which help in a particular situation to classify to which degree an object might be known or not.

Previously Mentioned Objects A last factor we want to address appears if more than one localization has to be carried out, e.g., in a route description task. In such a situation, objects which have been mentioned as reference objects in previous localizations might be better reference objects than unknown new objects. The importance of the factor “previously mentioned” increases if the localizations are done by inspection of a mental map, which means that the user has no visual image of the scene.

Determining the Best Reference Object

In this section we focus on how a reference object in a particular situation can be determined on the basis of the criteria discussed above. The importance of these criteria varies as a function of the prevailing situative context. If, for example, the objects in question are directly visually perceivable, features like referentiality or visual salience are of high priority. On the other hand, if a localization is generated without visual contact, other factors like prior knowledge or already mentioned objects are more important. The following ordered enumeration gives an initial idea of which features are more important than others depending on the context:

1. (1.) Distance
2. (8.) Referentiality
3. (2.) Mobility
4. (4.) Functional dependencies
5. (6.) Visual salience
   (color, size, shape)
6. (7.) Intervening objects
7. (3.) Previously mentioned objects
8. (9.) Frame of reference
9. (5.) Prior knowledge

However, the order is not strict, and it is intended only to an initial idea of which factors are of higher importance than others. A decrease in influence from one step to the next is not necessary. An exact specification of the priorities requires extensive empirical investigations.

The definition of a procedure which determines the best reference object in a particular situation is a complex task, because the criteria differ in nature, they are object- and context-dependent, and the values from different factors are not directly comparable.

The input of the algorithm is a set of potential reference object candidates which are proximal to the object to be localized. The size of this proximal region depends on the extensions of the located object. They can be efficiently retrieved by using a spatial indexing method, like quad-trees (Finkel & Bentley 1974) or range-trees (Lueker 1978).
Figure 14: Example: Combination of three features

The following procedure is used for deciding which object should be selected as the best reference object: Each object receives a graded evaluation in the interval $I = [0..1] \subseteq \mathbb{R}$ for each ordering feature, e.g., 0.0 for a mobile, 0.3 for a potential mobile, 0.6 for an immobile, and 1.0 for a permanently located object. Distance can be scaled by intervals and the complete range from 0 to 1 could be used for visual salience. The same is performed for each context dependent factor. If a reference object candidate was previously mentioned, the graduated factor “previously mentioned” for this object depends on the number of objects, located objects as well as reference objects, mentioned since its last occurrence. Functional dependencies are rated in relation to their intensity and prior knowledge is evaluated by the probability that a particular object is known to a listener.

Assume that $n$ factors are used for the evaluation of an object’s quality as a reference object. This results in a $n$-digit feature vector $f = (f_1, \ldots, f_n)$ in the feature space $\mathcal{F} = I^n = [0..1]^n$. Depending on a particular situation, context factors can change the importance of one or more dimensions, e.g., if the user has only a mental image of the scene and no direct visual access. The influence of these situational aspects is accounted for by the possibility of weighting the affected dimensions using a context dependent $n$-dimensional scaling function $SC_{\text{cat}}$:

$$SC_{\text{cat}} : \mathcal{F} \rightarrow \mathbb{R}^n; \quad (f_1, \ldots, f_n) \mapsto (sc_1(f_1), \ldots, sc_n(f_n))$$

with

$$sc_i(f_i) : I \rightarrow \mathbb{R}, \quad 1 \leq i \leq n$$

The scaling is done in correspondence to the context dependent priority list given above. Additional constraints can be used to modify or even eliminate a feature in a specific localization task.

The optimal reference object can now be defined as the $n-x$ dimensional subspace $S^{n-x} \subseteq \mathcal{F}$, $1 \leq x \leq n$, in which $x$ is the sum of factors defined by an interval. This means, that if an optimal reference object is defined by only one single value for each factor $f_i$, then hence $x = n$ and $S^{n-x} = S^0$ denotes a point in $\mathcal{F}$ (cf. Figure 14).

The context, specific weighting of the single dimensions, makes the factors comparable with each other. Each reference object $RO_i$ is represented as a $n$-dimensional point $P_{RO_i} \in \mathcal{F}$, according to its evaluation of the $n$ quality factors. A scale for the quality of a reference object can now be defined as the shortest distance between $P_{RO_i}$ and $S^{n-x}$. If $S^{n-x}$ represents a point $P_{\text{opt}} = (f^{\text{opt}}_1, \ldots, f^{\text{opt}}_n) \in \mathcal{F}$ then the quality of a potential reference object $Q(RO_i)$ can be expressed as:

$$Q(RO_i) := |P_{RO_i} - P_{\text{opt}}| = \sqrt{\sum_{i=1}^{n}(SC_i(f_i) - f^{\text{opt}}_i)^2}$$

Hence the best reference object $RO_i$ is defined as the object with the minimal “distance” $Q(RO_i)$. If more than one object have the same distance, direct comparisons on the basis of the applicable spatial relations can be used for a final decision (cf. (Gapp 1994; 1995a; 1995b)).

This quality measure for reference objects represents only one possibility of combining the single feature dimensions. The special characteristic of linear combinations is that weak evaluations of features affect the final result disproportionately. For instance, if an object $O$ receives the evaluations 0.5 and 1.0 in a 2-dimensional feature space, its quality to serve as a reference would be $Q(O) = 0.5$. The determination of the weighted average represents another method for a quality estimation which doesn’t overvalue weak evaluations. The weighting is necessary to reflect the additional scaling of the single feature dimensions. In the example above, the use of the average would result in a quality measure of $Q(O) = 0.75$. It remains to be shown using empirical investigations which method represents a cognitively adequate quality measure for the determination of best reference objects.

The algorithm presented is not dependent on a certain number of features. The more features used, the better the performance of the algorithm. The performance also depends directly on the quality of the calculation of the individual factors and on their weighting. The individual features of an object can be computed in parallel, however dependencies between some of them can force the reconsideration of already independently computed factors. A parallel processing of all potential candidates is also encouraged. On the one hand this ensures efficient processing, and on the other hand it permits the use of anytime architecture.
Discusion

A cognitively plausible description of an object's location in natural language requires the selection of an adequate reference object. The factors which determine the suitability of an object to serve as a reference object in a particular situation vary and depend both on the object itself and on the context. Problems are related to the calculation of single factors, which are partly dependent on each other, and to their importance to the quality of a potential reference object, which also differs with the context. An exact definition through the use of empirical studies seems to be difficult, given the high complexity of the problem. However, the computational model proposed above permits the computation of an approximated solution, which can be refined by using more factors, modified weights, and a more precise calculation of the single factors. The use of neural nets or genetic algorithms, instead of the distance measure for analyzing an object's reference qualities, also seem to be promising alternatives.

Conclusion

A cognitively plausible localization of an object requires a context dependent selection of an adequate reference object, which permits the optimal determination of the object's position. We investigated which object and context dependent factors are essential to fulfill this complex task. It turned out that factors which are directly dependent from the potential reference object, like visual salience, have to be defined relative to surrounding objects. On the basis of these investigations a theory for the computation of the best reference object was developed. The approach accounts for the different priorities of the single features dependent on the current context and the set of factors considered can be restricted or enhanced without changing the algorithm. An implementation can benefit in performance through the full parallel design of the algorithm. Even anytime architecture can easily be applied.
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