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Abstract

We report on our investigations into topic classification with USENET newsgroups. Our framework is to determine the newsgroup that a new document should be posted to. We train our system by forming "metadocuments" that represent each topic. We discuss our experiments with this method, and provide evidence that choosing particular documents or words to use in these models degrades classification accuracy. We also describe a technique called classification-based retrieval for finding documents similar to a query document.

A Domain For Text Classification

Most work in classification has involved articles taken off of a newswire, or from a medical database(Lewis 1992). In these cases, correct topic labels are chosen by human experts. The domain of USENET newsgroup postings is another interesting testbed for classification. The "labels" here are just the newsgroups to which the documents were originally posted. Since users of the Internet must make this classification decision every time they post an article, this is a nice "real life" application of text categorization. Our approach is to create a model for each group, and then compare future documents to each model to find the best match.

Newsgroups have been studied in other projects. Mostly there has been work done in filtering. In this problem, users attempt to select documents from a large pool that match their interests or are similar to other documents. The SIFT project at Stanford(Yan Garcia-Molina 1995) has users submit profiles of their interests. It then uses new documents as queries on the profiles. At CMU, the Newsweeder project(Lang 1995) has users rate new documents in terms of relevance, and attempts to learn these ratings to distinguish if future postings are relevant. We will address this problem using the techniques we tried for classification.

Classification Experiments

Our underlying system is SMART, developed by Salton(Salton 1971). SMART indexes a collection of text documents by first removing stopwords, and then stemming words to join those with similar meanings. It then creates a vector for each document whose features represent the remaining terms. A query document is converted to a vector in the same manner, and then compared to each document in the collection by computing the cosine of the angle between the two vectors. Our job then is to create a set of metadocuments that represent each of the newsgroups we wish to classify. We then match a posting with the metadocument that gives the highest cosine similarity.

There were three major approaches that we took towards forming the topic models. The first method is naive pooling. For each group, we form a single document that is the concatenation of all of that topic's representatives in the training set. This method involves no analysis of documents. It creates a very large feature space using ostensibly many irrelevant terms. It can incorporate "fluke" documents that are off-topic or without content.

Rather than take all of the documents in the training set, we can try to identify those that are most useful in discriminating topics. We call this method document selection. Using SMART, we use each training set posting as a query on the remaining training set elements. Consider a particular document Q, and let N be the number of representatives of Q's group in the training set. (In our experiments, N = 100 for all groups.) The documents most similar to Q should be exactly those from its own newsgroup. Hence, optimally, Q should appear amongst the top N retrieved documents exactly for those postings from its own group. While it is foolish to expect this behavior for all documents (and possibly for any), those documents that come close to it could be good discriminators.

We thus use each document in our training set as a query on the entire set. A document is considered to be retrieved by a query if it appears in the top N documents. (This is the breakeven point where recall equals precision.) For each posting, we count how many times
it is retrieved per group. We consider a document to be discriminating if it is retrieved more than \( T \) times by posts from its own group, and less than \( T \) times by the documents in each other group. In other words, such documents are retrieved often by members of their own group, and rarely by members of other groups. Instead of forming a metadocument from all of those available for a particular topic, we just concatenate the group's discriminating documents.

The third method is intuitively appealing. When a person performs this categorization task, it is unlikely that he or she will need to read the entire document. Instead, a person may look for key words that exemplify the topic. If the computer can identify such key terms, then it could also look for those terms in new postings. So we attempt to build metadocuments by term selection.

Our approach here is similar in spirit to document selection. We again wish to choose terms that are associated highly with one group, and rarely with the remainder. Hence we count the occurrences of each term with respect to each of the topics. For a given term, we computed the term's frequency in a topic's documents divided by the total number of terms in those documents. This value can be interpreted as the probability that the term is used when describing the topic. We are really interested in the probability that we are describing a particular topic given a term. We compute this using a minor variant on cue validity as used by Jeffrey Goldberg (Goldberg 1995). Here we estimate the probability of a newsgroup \( G \) given a term \( W \) as:

\[
P(G \mid W) = \frac{P(W \mid G)}{\sum_g P(W \mid g)} \quad (1)
\]

If this probability is higher than some chosen threshold, then the term could be a good discriminator. We again choose a term only for the topic to which its cue validity is highest (i.e. its probability is maximum). Cue validity does reward terms that are unique to a particular topic. A term that occurs infrequently in that topic may be a randomly occurring term, and hence will appear rarely in new documents. So along with the cue validity measure, we also require that a term occur with some minimum probability in the appropriate topic. A nice feature of this method is that it automatically removes stopwords such as "the" or "and", since they occur with high probability in all groups. It can also identify a term that is essentially a stopword for a given collection (for example, if the word "computer" appears across topics).

The metadocuments provided to SMART are then lists containing those terms that pass the criteria for a given topic. Each term appears in at most one list, and exactly once in that list. Hence all terms in a metadocument are indexed with the same weight in a given vector.

We experimented with postings taken from different areas of the USENET hierarchy. There were two areas where we extracted postings. One was in the groups with a rec prefix. These groups are concerned with entertainment and hobbies. Another was in newsgroups from the comp hierarchy, i.e. those concerned specifically with computers. We wanted a sufficient amount of data to train and test on, so we only considered groups that had at least 350 messages available at the time of collection. We also only extracted from groups with no subgroups. In the rec collection, we did not take two groups from the same subtree of rec, or rec.arts. This was to give some distance between the topics in our experiment, minimizing overlap between concepts. When dealing with the comp groups, we did not follow this restriction. We extracted 300 documents from each group we selected; 100 of these would be selected randomly for forming the metadocuments, and the remaining 200 would be used for classification testing.

Table 1 gives the results of our experiments. We give results for a collection of 10 groups from the rec hierarchy, and for a collection of 10 groups from the comp hierarchy. The accuracies reported are an average of the classifications reported over ten runs. Notice that, of all of these methods, the naive pooling does the best. This is somewhat counterintuitive. One would believe that our selection routines provide a distilled version of the newsgroup. However, we have apparently eliminated information that SMART can find useful.

We do not currently know exactly what information that is. We have made a few hypotheses. First, people often put signatures on their postings. If a person is a frequent poster to one group, or has a message copied in a particular thread, his name would appear in multiple documents. If we use just one of his posts in training under naive pooling, his name or email address will appear in a metadocument. It is possible that his postings or his address will not occur often enough to warrant inclusion under selection. Secondly, in naive pooling, terms are weighted according to their frequencies in the metadocument. In the term selection process, terms are essentially weighted by the size of the term list. It may be necessary to weight a term based on its cue validity or some other function. Another hypothesis is that term selection does very poorly on a group such as rec.arts.poems where many of the postings are poems, and thus do not have common content. Surprisingly, naive pooling gets 85% accuracy on this group, while the cue validity method of selection gets 47% correct. Possibly long phrases (and hence large sets of words) are picked up in the naive method.

### Classification Based Retrieval

While our metadocuments were created for the purpose of classification, we can use them to perform the related task of retrieving related documents. Suppose we have created metadocuments, and now have a large pool of new documents. We describe three ways of finding documents in this collection similar to a given query...
<table>
<thead>
<tr>
<th>How to form Models</th>
<th>Rec groups</th>
<th>Comp groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive pooling</td>
<td>0.89</td>
<td>0.01</td>
</tr>
<tr>
<td>Document Selection</td>
<td>0.76</td>
<td>0.01</td>
</tr>
<tr>
<td>Threshold: 50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Term selection</td>
<td>0.73</td>
<td>0.02</td>
</tr>
<tr>
<td>cue validity &gt; 0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prob. in topic &gt; 0.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Classification accuracies with the rec and comp groups

Conclusions

We described different ways of creating metadocuments to exemplify the topics of newsgroups. Each involved using a training set of postings from the groups. In naive pooling, we use all of the available training documents. In document selection, we take posts that we expect will be good discriminators. In term selection, we find words that could represent the ideas in the topic. We discovered that attempts to filter the training set actually hurt classification. We presented some hypotheses as to why.

We next described a technique called classification-based retrieval which can be used to find documents relevant to a query. This does very well in finding documents from the same newsgroup as a given posting. It can also be used to reduce the search space for further querying. This method not only outperforms a direct document-document comparison, but also does better than the use of the metadocuments themselves as queries on the new documents.
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