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Abstract
This paper presents a systematic process for building a predictive model to estimate time-to-breakage and provide a web break tendency indicator in the wet-end part of paper making machines. Through successive information refinement of information gleaned from sensor readings via data analysis, principal component analysis (PCA), adaptive network based fuzzy inference system (ANFIS), and trending analysis, a break tendency indicator was built. Output of this indicator is the break margin. The break margin is then interpreted using a stoplight metaphor. This interpretation provides a more gradual web break sensitivity indicator, since it uses more classes compared to a binary indicator. By generating an accurate web break tendency indicator with enough lead-time, we help in the overall control of the paper making cycle by minimizing down time and improving productivity.

Introduction
The problem under study is the breakage of the paper web in a paper-making machine at the wet end, specifically at or near the site of the center roll (Chen and Bonissone, 1998). A schematic of a paper machine is depicted in Figure 1. Web breaks typically result in a loss of 5-12% of production, with rather big impact on revenue. The paper mill considered had an average of 35 wet-end breaks every month on a machine, with a peak value of as much as 15 in a single day. The average production time lost as a result of these breaks is 1.6 hours/day. Considering that each paper machine works continuously (24 hours a day, every day of the year), this downtime translates to 1.6/24 = 6.66% of its annual production. Given the paper industry’s installed basis of hundreds of paper machines, producing world-wide revenues of about $45 billions, this translates to loss revenue of $3 billions every year.

Dry-end breaks are relatively well understood, while wet-end breaks are harder to explain in terms of causes and are harder to predict and control. This has to do in part with the time it takes to process the paper material starting from the pulp until it ends up as paper on the final roll versus the warning limits. The latter are considerably longer than the paper processing time. That means that a prognostics system can only deal with system changes that have long transients such as material build-up on drums, etc. It means also that the prognostics has relatively little opportunity to react to material variability because there is by design not enough time to warn against breaks related to these conditions. The aim of this project is to design a web break predictor that will address to predict system changes leading to breaks at the wet-end (Bonissone et al., 1999). This predictor will also output margin of breaks, i.e., how much time left to a web break. This will help engineers to better anticipate the breaks and take remedial action. Specific requirements were to issue the warning at least 60 minutes before the breakage and potentially up to 90 minutes prior to the breakage. In addition, high priority was placed on avoiding false positive warnings.

Figure 1. Schematic of a paper machine.

The problem to be solved, then, is the design of a robust model to predict the break tendency and time-to-breakage of the paper web in a paper making machine at the wet end (specifically at or near the site of the center roll). We report here about the proposed solution that is the result of a
development process covering several years. In the course of this process, numerous techniques were evaluated and – if they contributed to an improvement of the outcome – incorporated into the solution. The resulting information refinement process involved data analysis (identification of relevant variables, extraction of structure information from data via models, model development based on machine learning techniques, and creation of a break tendency and a time-to-breakage predictor), prototype algorithm development, and validation of the predictive model with test data. We feel this prognostic process is not only applicable for wet-end time-to-breakage prediction but also applicable to other proactive diagnostics problems in the service arena and in fact we conducted successful pilot studies in other domains such as predicting failure for certain failure modes of magnets in magnetic resonance imaging (MRI) equipment.

**Figure 2: Overview of prognostics process**

An overview of the system is schematically represented in Figure 2. There are two modes for the system—training and testing modes. In the training mode, historical web breaks data gathered by sensors are acquired and analyzed, signal processing techniques are applied, and an ANFIS model is fitted to the data off-line. In the testing mode, the sensor readings are analyzed first using the same techniques as in the training phase (except in run-time mode). Next, the ANFIS model takes as input the preprocessed sensor data and gives as output the prediction of time-to-breakage on the fly. This model is used to drive a stoplight display, in which the yellow and red lights represent a 90-minute and 60-minute alarm, respectively.

**Solution Description**

**Data Reduction**

The first activity of our model building process was Data Reduction. Its main purpose was to render the original data suitable for model building purpose. Data were collected during the time period from June 1999 to February 2000. These data needed to be scrubbed and reduced, in order to be used to build predictive models. Observations needed to be organized as time-series or break trajectories. The scope of this project was limited to the prediction of breaks with unknown causes, so we only considered break trajectories associated with unknown causes and eliminated other break trajectories.

We needed to separate the trajectories containing a break or recorded in a 180-minute window prior to the break from the ones recorded before such window. Since these two groups formed the basis for the supervised training of our models, we needed to label them accordingly. Most data obtained from sensor readings exhibit some incorrect observations - with missing or zero values recorded for long period of time. These were removed. We did not remove paper grade variability for this particular machine, which was assumed not to cause big variations. This was confirmed upon inspection by an expert team. However, in general, paper grade changes can cause significant changes in process variables and can also be the cause of wet-end breakage. The activity was then subdivided into two steps, labeled “Data Scrubbing” (step 1) and “Data Segmentation” (step 2), which are described below.

**Step 1. Data Scrubbing** We grouped the data according to various break trajectories. A break trajectory is defined as a multivariate time-series starting at a normal operating condition and ending at a wet-end break. A long break trajectory could last up to a couple of days, while a short break trajectory could be less than three hours long.

We started with roughly 88 break trajectories and 43 variables. Data were grouped according to various break trajectories, namely known break causes and unknown break causes. It was only interesting to consider breaks that could potentially be prevented. This excluded breaks that had known causes such as extremely rare chance events (“observed grease like substance falling on web”), grade changes, machine operation changes, or other non-process failures. After that, we extracted both break negative and positive data from this group. Finally, we deleted incomplete observations and obviously missing values. This resulted in a set of 41 break trajectories.

**Step 2. Data Segmentation** After the data scrubbing process, we segmented the data sets into two parts. The
first one contained the set of observations taken at the moment of a break and no less than 180 minutes prior to each break. For example, there were a number of breaks occurring in quick succession (break avalanches) which were not suitable for break prediction purposes. Other trajectories contained not the required number of data for other reasons. The resulting remaining data set was denoted as Break Positive Data (BPD). Trajectories that extended beyond 180 minutes were considered to be in steady state (for breakage purposes) and denoted as Break Negative Data (BND).

After the data scrubbing and data segmentation, we had break positive data that consisted of 25 break trajectories.

**Variable Reduction**

The second activity of our model building process was Variable Reduction. Its main purpose was to derive the simplest possible model that could explain the past (training mode) and predict the future (testing mode). Typically, the complexity of a model increases in a nonlinear way with the number of inputs used by the model. High complexity models tend to be excellent in training mode but rather brittle in testing mode. Usually, these models tend to overfit the training data and do not generalize well to new situations - we will refer to this as lack of model robustness. Therefore, a reduction in the number of variables (by a combination of variable selection and variable composition) and its associated reduction of inputs enabled us to derive simpler, more robust models.

This activity was subdivided into two steps, labeled Variable Selection (step 3), and Principal Component Analysis (step 4), which are described below.

**Step 3. Variable Selection** In the presence of noise it is desirable to use as few variables as possible, while predicting well. This is often referred as “principle of parsimonious.” There may be combinations (linear or nonlinear) of variables that are actually irrelevant to the underlying process, that due to noise in data appear to increase the prediction accuracy. The idea is to use combinations of various techniques to select the variables with the greater discrimination power in break prediction.

It is a modeling bias in favor of smaller models, to trade the potential ability to discover better fitting models with protection from overfitting, i.e., “inventing features when there are none” (Ali and Wallace, 1993). From the implementation point of view the risk of more variables in the model is not limited to the danger of overfitting. It also involves the risk of more sensors malfunctioning and misleading the model predictions. In an academic setting, the risk return tradeoff may be more tilted toward risk taking for higher potential accuracy.

Out of 41 potential sensor readings, we dropped a total of 21 in a joint review with experts knowledgeable of the process due to the sensors’ apparent information content for the prediction problem.

**Step 4. Principal Components Analysis (PCA)** A principal components analysis (PCA) is concerned with explaining the variance-covariance structure through a few linear combinations of the original variables (Johnson and Wichern, 1988). Its general objectives are data reduction and data interpretation. Although p components are required to reproduce the total system variability, often much of this variability can be accounted for by a smaller number k of the principal components (k << p). In such a case, there is almost as much information in the first k components as there is in the original p variables. The k principal components can then replace the initial p variables, and the original data set, consisting of n measurements on p variables, is reduced to one consisting of n measurements on k principal components. Geometrically, this process corresponds to rotating the original p-dimensional space with a linear transformation, and then selecting only the first k dimensions of the new space.

**Figure 3. Time-series plot of the first three principal components of a break trajectory.**

An analysis of principal components often reveals relationships that were not previously suspected and thereby allows interpretations that would not ordinarily result. More specifically, the principal components transformation is a linear transformation that uses input data statistics to define a rotation of original data in such a way that the new axes are orthogonal to each other and point in the direction of decreasing order of the variances. The transformed components are totally uncorrelated. Computationally, there are three steps in principal components transformation (Harrison and Singh, 1985): 1.) Calculation of covariance or correlation matrix using input data sets; 2.) Calculation of eigenvalues and eigenvectors; and 3.) Calculation of principal components.
A principal component can be interpreted as a linear transformation of the original space, i.e.,

\[ PC_i = F_1 \left[ x_1(t), x_2(t), \ldots, x_n(t) \right] = \sum_{i=1}^{n} C_i x_i(t) \]

Therefore, each coefficient \( C_i \) reflects the relevance (or contribution) of each particular variable \( x_i \) in the computation of those principal components.

We applied the principal components transformation to the data and found out that the first principal component alone contains more than 96% of the variability. 3 principle components explained more than 99.3% of the data variability. This is illustrated in Table 1.

Table 1: Principal components analysis of 21 break positive sensors.

<table>
<thead>
<tr>
<th>Principal Components</th>
<th>Eigenvalue</th>
<th>Proportion</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC 1</td>
<td>10.33</td>
<td>96.66%</td>
<td>96.66%</td>
</tr>
<tr>
<td>PC 2</td>
<td>0.476</td>
<td>2.33%</td>
<td>99.04%</td>
</tr>
<tr>
<td>PC 3</td>
<td>0.058</td>
<td>0.29%</td>
<td>99.33%</td>
</tr>
<tr>
<td>PC 4</td>
<td>0.040</td>
<td>0.2%</td>
<td>99.53%</td>
</tr>
<tr>
<td>PC 5</td>
<td>0.027</td>
<td>0.14%</td>
<td>99.67%</td>
</tr>
<tr>
<td>PC 6</td>
<td>0.021</td>
<td>0.11%</td>
<td>99.78%</td>
</tr>
</tbody>
</table>

Consequently, sample variation may be summarized by a few principal components and a reduction in the data from 21 variables to three principle components was reasonable. – a further reduction in dimensionality from 20 variables to 3 principal components. Note that the reduction comes from both variable selection and PCA. Figure 3 shows the time-series plot of the first three principal components of a break trajectory.

Value Transformations

The third activity of our model building process was Value Transformations. Its main purpose was to remove noise, reduce data size by compression, and smooth the resulting time series to identify and highlight their general patterns (velocity, acceleration, etc.). This goal was achieved by using typical signal-processing algorithms (median filter and rectangular filter), that are described below, in step 5 and step 6.

Step 5. Noise Suppression and Data Compression A simple inspection of the plots of the time series of the first three principal components in Figure 3 for a particular break trajectory reveals relative high noise ratio in each of the three graphs. Therefore we applied two filters to these time series to suppress noise, compress data, and smooth the plot. The first one was a median filter, which was applied to the three principal components. This filter is described in this section.

The median filter serves two purposes – it filters out noise and compresses data. The idea is to summarize a block of data into a single, representative point.

Step 6. Smoothing: Rectangular Filter We then applied a rectangular moving filter across the sequence of the three principal components in increments of one. The idea was to smooth the data and cancel out sensor noises. Figure 4 shows the smoothed, filtered time-series plot of the three principal components of the break trajectory. The window size of the rectangular filter is five.

Figure 4. Smoothed, filtered time-series plot of the 3 principal components of the break trajectory.

Model Generation

Step 7. Normalization One common practice is to normalize the data to \([0.1, 0.9]\) to avoid saturation of the nodes on the ANFIS input layer:

\[
\text{normalized value} = \frac{\text{nominal value} - \text{minimum value}}{\text{maximum value} - \text{minimum value}}
\]

where the minimum and maximum values are obtained across one specific variable.

Step 8. Transformation Another common practice to reduce the response variable’s variability is to take the natural logarithm transformation. This also has the advantage of greater sensitivity the closer the variable is towards the target relative to the original response variable. Recall that the response variable is the time to breakage.

Step 9. Shuffling Data was randomly permuted across all patterns. The reason is that we expect ANFIS to learn the underlying function mapping of input states, obtained from
sensor readings, to desired output in a static way and not dynamic (involving time changes of these values).

**Step 10. Adaptive Network-Based Fuzzy Inference System (ANFIS)**

The specific neuro-fuzzy system we chose for the demand prediction is a network-based implementation of fuzzy inference—ANFIS (Jang, 1993). It implements a fuzzy system as a 5-layer neural network so that the structure of the net can be interpreted in terms of high-level fuzzy rules. This network is then trained automatically from data. In the system, ANFIS takes as input the chosen top principle components, then gives as output the time to breakage. Figure 5 illustrates the network structure.

![ANFIS Diagram](image)

**Figure 5. ANFIS for demand prediction of advertisement expenditure.**

ANFIS tries to minimize the mean squared error between the network outputs and the desired answers as the data points in the training set are presented. The RMSE is defined as:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}
\]

where \(Y_i\) and \(\hat{Y}_i\) are the actual and predicted responses, respectively, and \(n\) is the total number of predictions.

During the training phase ANFIS first computes the output of the first data example. It then computes the RMSE. Next, it keeps the parameters associated with the IF-part fixed and solves for the optimal values of the THEN-part parameters using a recursive Kalman filter method. Then, ANFIS compute the effect of the IF-part parameters on the error, feeds it back, and adjusts only parameters associated with the IF-part based on the feedback error using a gradient descent technique. This process is then repeated for all data examples and until the error is sufficiently small or until a predefined number of epochs is reached.

Recall that we used the median filter with window size of 3. Therefore, each break trajectory that goes to modeling contained at most 60 data points. There were 1500 (25 break trajectories \(\times\) 60 data) data points for ANFIS modeling. We used 997 for training and 503 for testing.

We compared results for different set-ups. In particular, we tested 3 and 4 membership functions in conjunction with 4 and 3 principle components, respectively. Each input has generalized bell-shaped membership functions (MF). For the three principle component case, there were 292 modifiable parameters for the specific ANFIS structure. The training of ANFIS was stopped after 25 epochs and the corresponding training root mean squared error (RMSE) were 0.0658 and 0.0975, respectively. For the four principle component case, there were 441 modifiable parameters and the corresponding training and testing root mean squared error (RMSE) were 0.0213 and 0.0424, respectively. Table 2 summarizes ANFIS training for the two training and testing conditions (with the 4 principle component case in parentheses).

**Table 2: Summary of ANFIS training**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Setting/Result</th>
</tr>
</thead>
<tbody>
<tr>
<td># of trajectories</td>
<td>25</td>
</tr>
<tr>
<td># of total data</td>
<td>1500</td>
</tr>
<tr>
<td># of training data</td>
<td>997</td>
</tr>
<tr>
<td># of testing data</td>
<td>503</td>
</tr>
<tr>
<td># of inputs</td>
<td>3 (4)</td>
</tr>
<tr>
<td># of MFs</td>
<td>4 (3)</td>
</tr>
<tr>
<td>Type of MF</td>
<td>Generalized bell-shaped</td>
</tr>
<tr>
<td># of modifiable parameters</td>
<td>292 (441)</td>
</tr>
<tr>
<td># of epochs</td>
<td>25</td>
</tr>
<tr>
<td>Training RMSE</td>
<td>0.0658 (0.0213)</td>
</tr>
<tr>
<td>Testing RMSE</td>
<td>0.0975 (0.0424)</td>
</tr>
</tbody>
</table>

**Step 11. Trend Analysis**
The motivation for trend analysis is to take advantage of the correlation between consecutive time-to-breakage points. If, for example, one data point represents 9 minutes to break, the next data point in time should represent 6 minutes to break and the next data point represents 3 minutes to break because the time interval between two consecutive time-to-breakage points is 3 minutes. Therefore, the slope of the line that connects all these time-to-breakage points should be \(slope=-1\) (assuming that X-axis and Y-axis are time and time-to-breakage, respectively). The same argument can be applied to the predicted values of time-to-breakage. That is, the slope of an imaginary line that connects predicted time-to-breakage should be close to -1 (if we have a perfect predictor). This line is denoted as the prediction line.

In reality, predictions are almost never perfect due to noise, faulty sensors, etc. Hence we would never get a prediction line with \(slope=-1\). Nevertheless, the slope of the prediction line would get closer to the target if outliers – predictive data points that are far away from the prediction line – are recursively removed and if the slope of the prediction line is recursively re-estimated.

Even more importantly, predictions will be inconsistent when the open-loop assumption is violated. An abrupt change in the slope indicates a strongly inconsistent...
prediction. These inconsistencies can be caused, among other things, by a control action applied to correct a perceived problem. We are interested in predicting time-to-breakage in open-loop (if no control action is taken). However, the data are collected with the process in closed-loop (controlled by the operators). Therefore we need to be able to detect when the application of control actions have changed the trajectory’s trend. In such cases we suspend the current prediction and reset the prediction history. This step eliminates many false positives.

We kept a moving window of size ten. Then the slope and the intercept of the prediction line were estimated by least mean squares. After that, three outliers to the line were removed. Then the slope and intercept of the prediction line with the remaining seven data were re-estimated. We advanced the window in time and repeated the above slope and intercept estimation process. The results were two time-series of slopes and intercepts.

Figure 6: Conceptual prediction results and \( E(60), E(0) \)

In Figure 6, X-axis and Y-axis represent prediction counts and time-to-breakage in minutes, respectively. The dashed line represents the target, while the circle and the star points represent the point prediction and the moving average of the point prediction, respectively. The final prediction was an (equally) weighted average of the point prediction (typically overestimating the target) with the moving average (typically underestimating the target).

**Time-to-Breakage Prediction**

**Stoplight Metaphor.** We believe that the best way to alert the operator about the advent of a higher break probability or break sensitivity is to use a stoplight metaphor, which consists in interpreting the output of time to breakage predictor.

When the time to breakage prediction enters the range [90-60) minutes, an alert (yellow light) is issued, indicating a possible increase in break sensitivity. When the predicted time to breakage value enters the range [60-0] minutes, an alarm (red light) is issued. This is illustrated in Figure 7.

Clearly the best prediction occurs when the error between the real and the predicted time to breakage is zero. However, the utility of the error is not symmetric with respect to zero. For instance, if the prediction is too early (e.g., 30 minutes earlier), it means that the red light is turned on 90 minutes before the break, while expecting the break to occur in 60 minutes. This early alarm forces more lead-time than needed to verify the potential for break, monitor the various process variables, and perform a corrective action. On the other hand, if the brake is predicted too late (e.g., 30 minutes later), it means that the red light is turned on 30 minutes before the break, while expecting the break to occur in 60 minutes. This error reduces the time available to assess the situation and take a corrective action. The situation deteriorates completely if the prediction is 60 minutes late (since the break will occur at the same time as the red light goes on). Clearly, given the same error size, it is preferable to have a positive bias (early prediction), rather than a negative one (late prediction). On the other hand, one needs to define a limit on how early a prediction can be and still be useful.

Therefore, we decided to establish two different boundaries for the maximum acceptable late prediction and the maximum acceptable early one. Any prediction outside of the boundaries will be considered either a false prediction or a false negative.

We define the prediction error

\[ E(t) = (Actual \ time \ to \ break(t) - Predicted \ time \ to \ break(t)) \]

and we will report prediction results in terms of a histogram of the prediction error \( E(t) \). In particular, focus will be on two instances of \( E(t) \):

- \( E(60) \) - prediction error at the time when the red light is turned on, and
• E(0) - prediction error at the time when the break occurs.

Incorrect classifications are typically classified as false negatives (FN) and false positive (FP). In the context of late or early predictions, these categorizations are based on the magnitude of deviation from true time of breakage. Therefore, we will define the following limits as the maximum allowed deviations from the origin:

**False Negatives** A prediction is considered a false negative if we fail to correctly predict a break more than 20 minutes later than the actual time to breakage, i.e., E(60) < -20 minutes. Note that a prediction that is late more than 60 minutes is equivalent to not making any prediction and having the break occurring.

**False Positives** A prediction is considered a false positive if we fail to correctly predict a break if the prediction is more than 40 minutes earlier than the actual time to breakage, i.e., E(60) > 40 minutes. We consider this to be excessive lead time, which may lead to unnecessary corrections, for example a slow-down of the machine speed.

Although these are subjective boundaries, they seem quite reasonable and reflect the greater usefulness in having earlier rather then later warning/alarms.

**Step 12. Performance Evaluation** The Root Mean Squared Error (RMSE), defined in Section 10, is a typical average measure of the modeling error. However, the RMSE does not have an intuitive interpretation that could be used to judge the relative merits of the model. Therefore, additional performance metrics were used that could aid in the evaluation of the time-to-breakage predictor:

- **Distribution of false predictions:** E(60) *False positives* are predictions that were made too early (i.e., more than 40 minutes early). Therefore, time-to-breakage predictions of more than 100 minutes (at time = 60) fall into this category. *False negatives* are missing predictions or predictions that were made too late (i.e., more than 20 minutes late). Therefore, time-to-breakage predictions of less than 40 minutes (at time =60) fall into this category.

- **Distribution of prediction accuracy:** RMSE Prediction accuracy is defined as the root mean squared error (RMSE) for a break trajectory.

- **Distribution of error in the final prediction:** E(0) The final prediction by the model is generally associated with high confidence and better accuracy. We associate it with the prediction error at break time, i.e., E(0).

- **Distribution of the earliest non false positive prediction** The first prediction by the predictor is generally associated with high sensitivity.

- **Distribution of the maximum absolute deviance in prediction** This is the equivalent to the worst-case scenario. It shows the histogram of the maximum error by the predictor.

**Results**

The model was tested on the data withheld during the shuffling step. It was furthermore validated against independent data sets, both break positive data (BPD) and break negative data (BND). Shown in figure 8 are a.) the histograms for the error before the red zone, b.) final error E(0), c.) earliest valid prediction, and d.) maximum absolute error for the test data set. The most important histograms are the histograms 8.a.) and 8.b.) showing the distribution of E(60) and E(0), i.e., the distribution of the prediction error at the time of the alert (red zone) and at the time of the break. The model tends to slightly underestimate the time-to-breakage. This is a desired feature because it provides a more conservative estimate which does not lead to an incorrect sense of time available for the operator. The mean of the distribution of the final error E(0) is around 20 minutes, (i.e., we tend to predict the break 20 minutes earlier) From the histogram of the earliest final prediction, one can see that reliable predictions can be made, on average, about 150 minutes before the break occurs.

<table>
<thead>
<tr>
<th>Performance Category</th>
<th>Train and Test Set</th>
<th>Validation Set for BPD</th>
<th>Validation Set for BND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of trajectories</td>
<td>25</td>
<td>59</td>
<td>36</td>
</tr>
<tr>
<td>False Negative</td>
<td>Number of missed predictions</td>
<td>0</td>
<td>48</td>
</tr>
<tr>
<td>False Positive</td>
<td>Number of late predictions</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Coverage</td>
<td>Number of predictions</td>
<td>100.0%</td>
<td>42.4%</td>
</tr>
<tr>
<td>Relative Accuracy</td>
<td>Correct predictions</td>
<td>96.0%</td>
<td>22.0%</td>
</tr>
</tbody>
</table>

Table 3 summarizes the salient performance metrics for trains and test set BPD, validation set BPD, and validation set BND. For the train set BND, similar behavior of the
error between time to break = 60 and time to break = 0 can be observed. The variance of at the time of the break (t=0) is the same as at the time of the alarm (t=60 minutes). Out of a total of 25 break trajectories, we made 25 predictions, of which 24 were correct (according to the lower and upper limits established for the prediction error at time = 60, e.g. E(60)). This is further illustrated in Figure 9.

When we ran the model on validation set data, i.e., BPD that were independently acquired during a time period of July 1, 2000 to December 31, 2000. The system made a total of 25 predictions on 59 wet-end trajectories. Out of these predictions 13 predictions were considered useful predictions, according to the original limits on lead (40 minutes) and lag (20 minutes). Four of these predictions were “right on the money”, while nine more were acceptable. Some caveats are in order when interpreting the results. In particular, we do not know how many of the 59 wet-end trajectories considered were actually predictable. That is, information is not available about whether they were caused by a process problem rather than by equipment failure, scheduled breaks, foreign objects falling on web, etc.). Visual inspection of first versus second principal components for the trajectories shows very different patterns among them – which might indicate different break modes and causes. In addition, there is a six months gap between the training set used to build the model and the validation test. Such a long period tends to degrade the model performance. In on-line mode, we would have used part of the new break trajectories to update the model.

The process has been further validated when we applied it to a second data set with break negative data (BND) to validate against false positive generation during steady state operation. Out of 34 data sets, no false positives were generated. There were a number of slopes trending downward (17) for short periods of time (less than 10 minutes each) which are attributable to “normal” process variations and noise not indicative of impending wet end breaks. In addition, they might be attributed to the close-loop nature of the data: the human operators are closing the loop and trying to prevent possible breaks, while the model is making the prediction in open-loop, assuming no human intervention.

**Summary and Conclusions**

We have developed a systematic process for building a predictive model to estimate time-to-breakage and provide a web break tendency indicator in the wet-end part of paper machines used in paper mills. The process is based on sensor readings coupled with data analysis, principal component analysis (PCA), adaptive network based fuzzy inference system (ANFIS), and trending analysis. The process is summarized by the following twelve components—data scrubbing, data segmentation, variable selection, principal components analysis, filtering, smoothing, normalization, transformation, shuffling, ANFIS modeling, trending analysis and performance evaluation. This process generates a very accurate model that minimizes false alarms (FP) while still providing an adequate coverage of the different type of breaks caused by unknown causes.

The system and process to indicate wet-end break tendency and to predict time-to-breakage takes as input sensor
readings and produces as output the "time-to-breakage" or break margin, i.e., how much time is left prior to a wet-end break. This break margin is then interpreted using a stoplight metaphor. When the papermaking process leaves its normal operation region (green light) the system issues warnings (yellow light) and alarms (red light). This interpretation provides a more intuitive web break sensitivity indicator, since it uses more than just two classes.

These are very significant results, since, in the original scope of this project we were not concerned with False Negatives, i.e., we were not concerned with providing a complete coverage of all possible breaks with unknown causes. In fact, in the early phase of the project we decided to focus on a subset of breaks (caused by stickiness). We then discussed the possibility of covering up to 50% of breaks with unknown causes. In the later stages of the project, when providing time-to-breakage estimates, we relaxed this constraint. However, it is still the case that we are not expecting a complete coverage of all possible wet-end breaks.

Predictive models must be maintained over time to guarantee that they are tracking the dynamic behavior of the underlying (papermaking) process. Therefore, we suggest to repeat the steps of the model generation process every time that the statistics for coverage and/or accuracy deviate considerably from the ones experienced in this report. It is also suggested to reaply the model generation process every time that a significant number of new break trajectories (say, twenty) with unknown causes, associated with the wet-end part of the machine.

To improve the results further, we feel that increasing the information content of the 2nd and 3rd principal component would be helpful. This means that less correlated data need to be acquired which can be accomplished through other process variables including chemical data and external variables, such as “time since felt change”, etc. In addition, this particular study used a rather small amount of break trajectories for training which to develop a model that can provide better generalization. Current feedback of break cause for the trajectories is sparse and not always correct. We do not want to pollute the model by trying to learn scheduled downtimes, mechanical failures, etc. Therefore, a best practice would be proper annotation that would allow the elimination of improper trajectories from the training set to properly segment trajectories for model development and to construct a more informative validation set. Finally, we would consider the use of additional feature extractions and classification techniques and their fusion to improve the classification performance (Goebel, 2001).
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