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Abstract
In this paper we present an “emotional storyteller robot”: a robot that is capable to tell story in an attractive way using the appropriate affective intonation concerning the piece of story that it’s telling.
Our approach is inspired by Taghard’s theory about the human ability to find emotional analogies between the situation described in a piece of text and the past experience of the reader in his life.
We use the Latent Semantic Analysis (LSA) for the automatic construction of an “emotional conceptual space” that tries to simulate the emotional-associative capabilities of the human beings.
We also apply the Shroder’s theory for the emotional vocalization of text.
At the end of the paper we show the experimental results obtained testing the system on PeopleBot robot.

Introduction
In recent years there has been an increasing interest in the development of socially interactive robots, i.e. robots whose main task is the human-robot interaction (e.g. a tour guide robot). In this context particular attention has been given to “socially assistive robots”, robots that provide assistance through social interaction (Tapus, A., Mataric, M. J., and Scassellati, B., March 2007). A multitude of important assistive tasks exist where the social interaction is the main focus: the care of elderly people or the care of individuals with cognitive and social disabilities. In the field of “socially assistive robots”, the first effort has been focused on the development of robots designed to be companions to reduce stress and depression (Wada, J., Shibata, T., Saito, T., and Tanie, K., 2002). Experiments show that feeling of elderly is improved by interactions with the robots (Wada, J., Shibata, T., Saito, T., and Tanie, K., 2002). A “socially interactive robot” must be capable to communicate and interact with people in a “natural manner” according to the human-human communication paradigm. This capability is particularly important in the socially assistive field. We focus our attention on the oral communication and in particular on the emotion expression through voice.
The oral communication is the main channel of communication used by humans. The affective prosody used in a spoken message conveys also information, like the words used by the speaker. As a matter of fact, even in emotionally neutral sentences, speakers provide prosodic information in order to increase the intelligibility of their speech (Berckmoes, C., and Vingerhoets, G., 5, October 2004, Landauer, T. K., Foltz, P. W., and Laham, D., 1998).
In this paper we present an “emotional storyteller robot”: a robot that is capable to tell story in an attractive way using the appropriate affective intonation concerning the current piece of story that it’s telling.
A good storyteller should be capable to choose the appropriate emotional prosody in order to capture the interest of the audience and to make attractive the story reading. Thus to create a storyteller robot two aspects must be considered: the identification of the emotional content of an excerpt and its reading with the most appropriate intonation.
For the identification of emotions from the text we take inspiration from Thagard’s theory about Emotional Analogies and Analogical Inference (Thagard, P., and Shelley, C. P., 2001; Barnes, A. and Thagard, P. 1997).
The author claims that when a person watches or reads a masterpiece like Hamlet, the human capability to feel the same emotions of the main character requires the production of a hidden mapping between the character current situation and some aspects of the actual reader life.
According to Thagard’s theory our idea is to provide the robot with a sub-symbolic encoding about possible situations and their correlated emotions. To achieve this goal we have built a dataset of texts describing different situations and their correlated emotions, which we have organized in an “emotional semantic space” using the LSA technique.

Latent semantic analysis (LSA) is a well-founded technique to represent the meaning of words and to find the conceptual similarity between two pieces of text. According to this paradigm words are roughly coded as vectors in a large dimensional space S (Cullum, J.K., and Willoughby, R.A. 1985; Peters, S., Widdows, D., June 2003) in which the semantic similarity between any two chunks of text can be calculated using a properly defined metric. This approach (Quesada, J. F., Kintsch, W., and
(Gomez, E., 2003) automatically builds semantic spaces from data in a self-organizing manner and doesn’t require any priori theoretical structure construction. It has been empirically established that this methodology is capable to simulate a set of human psycholinguistic cognitive phenomena that involve association capabilities and semantic similarity measures (Agostaro, F., Augello, A., Pilato, G., Vassallo, Gaglio, G. S., 2005). In particular Landauer and Dumais (Landauer, T. K., and Dumais, S. T., 1997; Landauer, T. K., Foltz, P. W., and Laham, D., 1998) assert that behind this paradigm there is a fundamental theory for knowledge acquisition and representation. The peculiarities of this technique have been exploited to create a semantic space where the robot can easily find semantic analogies between a piece of text and the previously stored “emotional” knowledge. This empathy capability is used by the robot with the aim of reading the text with the most appropriate prosody according with the inferred emotion. For the emotional vocal synthesis we refer to the emotional prosody speech study carried out by Schröder (Schröder, M., 2004; Schröder, M., Cowie, R., Douglas-Cowie, E., Westerdijk, M., and Gielen, S., 2001). He has formulated prosody rules that link emotional states with their effects on speech prosody. His model of emotions for speech suggests a representation of emotions in a 3-dimensional space.

The remainder of the paper is organized as follows: first an overview of the system is given; then the process of identification of emotion from the text and the emotional vocal synthesis are described; finally experimental results are shown.

**System Overview**

We have realized an application for the emotional reading of tales. User interacts with robot through an user friendly interface. He can select a tale among a set of tales stored in the robot. The robot tells the selected story in an emotional way using the most appropriate emotional prosody and displaying emotional avatars corresponding to the emotions evoked by the story.

The developed system is illustrated in Fig 1, which shows also the basic building blocks of the emotional reading system. The “Text segmentation” block subdivides the selected tale in “units of text” that are analyzed by the “Emotion Detection” block in order to extract the emotional content. As a matter of fact, in a tale situations change quickly and often two consecutive sentences concern different scenes. For this reason we have chosen to analyze separately each sentence, which is our basic “unit of text”. The “Prosyny Assignment” block assigns to each unit of text the appropriate parameters of prosody according to the inferred emotion. The “Emotional Vocal Synthesis” uses these parameters to vocalize the unit of text. Finally the “emotional avatar” displays an emotional avatar corresponding to the inferred emotion.

**Emotions Detection**

The “Emotion Detection” block analyzes each “unit of text” to identify the conveyed emotion. Different approaches have been used to identify emotions in text (Liu, H., Lieberman, H., Selker, T., 2003; Alm, C. O., Roth, D., and Sproat, R. 2005; Boucova, A. C., 2002).

Our approach is inspired by Taghard’s theory about empathy and analogy. Taghard (Thagard, P., and Shelley, C. P., 2001) suggests that human empathy aptitude is correlated to the capability to found analogies between situations described in a text and our previous experience. As a consequence the same concept can evoke different emotions according to the person different experiences and culture. Our attempt is to create an “emotional storyteller robot” with its own background of experiences: a robot that exhibits the same human faculty in founding emotional analogies between the piece of text to read and its own “experience”.

We have built an “emotional semantic space” during an off-line phase. This space is used on-line by the robot to identify the emotional meaning of the text.

The off-line phase (“emotional space creation”) consists of:

- **Semantic Space creation**: We used the Latent Semantic Analysis (LSA) methodology to induce a semantic space $S$ from a collection of data concerning fairy tales.
- **Mapping Emotion in the Space**: We collected a set of texts about typical situations described in tales (“background of experience”). We classified this into “basic” emotion categories according the emotions evoked by the situation described in each text. We coded them in $S$. The corresponding vectors individuate in $S$ some “areas” corresponding to the “basic” emotion categories.

The on line phase consists of:

- **Emotion Inference**: Each “unit of text” is coded in the space and the geometric closeness between it and the areas corresponding to the “basic”
emotions is evaluated. These quantities indicate the emotional similarity strength.

In the following subsections we describe the two off-line processes (Semantic Space creation and Mapping Emotion in the Space) and the on-line process of Emotion Inference.

Semantic Space Creation

A set of tales including the Grimm and Anderson’s tales has been chosen. The corpus of selected document has been processed in order to remove all words that do not carry semantic information like articles, prepositions and so on (stop words). A corpus of 9375 documents has been obtained and used to build the space. According to the LSA technique a 19847*9375 terms-documents matrix (A) has been created where 19847 is the number of words and 9375 is the number of documents. The TSVD technique, with K = 150, has been applied to A in order to obtain its best approximation. This process leads to the construction of a K dimensional semantic space $S$.

Fig. 2. Emotional Text Reading-Emotion Detection

Mapping Emotion in the Space

English and many other languages contain hundreds of terms that seem to refer emotions. Shaver et al. (Shaver, P., Schwartz, J., Kirson, D., and O’Connor, C, 1987) have analyzed English language and they have sorted affect words using a list of six emotions: love, joy, surprise, anger, sadness and fear. We refer to this classification of emotions. A set of excerpts concerning the “typical” situations described in the tales has been selected and associated with each one $E_i$ of the six emotions proposed by Shaver. For example the text:

“I went into the forest and I saw the wolf. He wanted devour me all skin, hair, and everything”

is associated with the “fear” emotion.

In this manner we build a background of experience for the robot.

The set of selected excerpts has thus been organized in six subsets of documents each one corresponding to one of the six emotions of Shaver. The input text is a vector $d^{(E_i)}_j$ obtained summing the vectors representing the terms which compose it. Each emotion $E_i$ is then represented in $S$ by the subset of vectors that code the documents associated with it.

Emotion Inference

Each “unit of text” is coded in $S$ as a vector $f$ using the same folding-in technique (Dumais, S.T., Berry, M.W., and G.W. O’Brien,1994) used for mapping the “emotion prototypes” $E_i$ in $S$.

The emotional similarity between $f$ and each vector $d^{(E_i)}_j$ is evaluated using the cosine similarity:

$$\text{sim}(f, d^{(E_i)}_j) = \frac{f \cdot d^{(E_i)}_j}{\|f\| \|d^{(E_i)}_j\|}.$$  

An higher value of $\text{sim}(f, d^{(E_i)}_j)$ is representative of a strong emotional analogy between $f$ and $d^{(E_i)}_j$.

Given an experimentally determined threshold $Th$, the set $M$ defined as:

$$M = \{ d^{(E_i)}_j | \text{sim}(f, d^{(E_i)}_j) > Th \}$$

contains the vectors $d^{(E_i)}_j$ associated with the emotions $E_i$ that have emotional analogies with the input $f$. If $M = \emptyset$ the input excerpt is labelled as “neutral”. Otherwise it is labelled with the emotion $E_i$ associated with the vector $d^{(E_i)}_j \in M$ having the highest value of $\text{sim}(f, d^{(E_i)}_j)$.

Prosody Assignment And Vocal Synthesis

We follow the Schröder’s theory (Schröder, M., 2004) (Schröder, M., Cowie, R., Douglas-Cowie, E., Westerdijk, M., and Gielen, S , 2001), where a representation of emotions for speech in a 3-dimensional space, given by activation(A), evaluation(E), power(P), has been presented. Schröder proposes some emotional prosody rules that give the possibility to map each point of the space with speech prosody.

<table>
<thead>
<tr>
<th>Emotion</th>
<th>A</th>
<th>E</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sad</td>
<td>-8.5</td>
<td>-42.9</td>
<td>-55.3</td>
</tr>
<tr>
<td>Angry</td>
<td>34.6</td>
<td>-34.9</td>
<td>-33.7</td>
</tr>
<tr>
<td>Fear</td>
<td>31.1</td>
<td>-27.1</td>
<td>-79.4</td>
</tr>
<tr>
<td>Joy</td>
<td>28.9</td>
<td>39.8</td>
<td>12.5</td>
</tr>
<tr>
<td>Surprise</td>
<td>45.5</td>
<td>15.1</td>
<td>20.3</td>
</tr>
<tr>
<td>Love</td>
<td>35</td>
<td>33</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 1-Values of A E and P for the six emotions of Shaver

The six emotions proposed by Shever and the absence of emotion (“neutral”) have been mapped in this space. For five emotions categories, neutral, sadness, angry, afraid, happy, we have used the value of A, E and P defined by Schröder et al. (Schröder, M., Cowie, R., Douglas-Cowie,
E., Westerdijk, M., and Gielen, S, 2001). For the other emotions we have experimentally defined the values of A, E and P according to what illustrated in Table 1.

Fig. 3. Emotional Text Reading-Prosody Assignment and Emotional Vocal Synthesis

The module of “Prosody Assignment” receives (Fig. 3), from the “Emotion Detection” module the emotion \(E_i\) concerning the analyzed “unit of text” and the value of similarity calculated by (1). A point \(w\) in the 3D-space \((A, E, P)\) is calculated as:

\[
\begin{align*}
A_w &= \alpha \cdot A_{E_i}; \\
E_w &= \beta \cdot E_{E_i}; \\
P_w &= \gamma \cdot P_{E_i};
\end{align*}
\]

(3)

Where \(\alpha\), \(\beta\) and \(\gamma\) are values proportional to the similarity values calculated for the “unit of text” and \((A_{E_i}, E_{E_i}, P_{E_i})\) is the point in the 3D-space associated with the emotion \(E_i\). The rules defined by Schröder allow mapping this point with the most appropriate speech prosody parameters (pitch, intensity, duration cues in the speech signal and so on). These values and the “unit of text” constitute the input for the “Emotional Vocal Synthesis” module (Fig. 3) that creates a MARYXML (Modular Architecture for Research on speech synthesis XML) document (Fig. 4).

This document contains the information for the emotional vocal synthesis. It is sent to the text-to-speech Mary system for the emotional vocalization of the excerpt.

MARY (Schröder, M. and Trouvain, J, 2003) is a platform for research and development on text-to-speech synthesis. It has been originally developed for German and it has been extended to US English. MARY uses an XML language called MaryXML for the representation of its data.

**Experimental Results**

We have realized an implementation for the PeopleBot robot (Fig. 5).

![PeopleBot robot](image)

The robot shows a list of all its available tales. The user selects a tale using a user-friendly interface and the robot starts the narration.

Fig. 6, Table 2 and Table 3 show the results for the incipit of the Grimm’s tale “The Frog King”. The tale is sent to the “TextSegmentation” module that subdivides it in “unit of text” (Fig 4).

Each unit of text is analyzed by the module of “Emotion Detection” that calculates the concerning emotion and the value of similarity (Table 2). These values are used to calculate the associated point in the 3-dimensional space \((A, E, P)\) (Table 2). We have chosen for (3) \(\alpha = \beta = \gamma = \text{sim}(f, djE_i)\).
Table 2 – Emotions, similarity values and A, E and P values for the first five unit of text.

Table 3. Prosodic Parameters for the unit of text 1

The prosodic parameters are used to obtain a MARYXML document (Fig. 7) that is sent to the MARY TTS for the emotional vocalization.

Conclusions

We have presented an emotional storyteller robot with emotional associative capabilities provided by a geometric and sub-symbolic model. We are thinking to conduct experiments involving also Psychologists. We believe that this study can be extended to obtain a socially assistive robot. Future work will concern the development of a speech recognition ability for the robot that allows it to receive vocal commands. We are also involved in the development of a system for the emotion recognition that allows the robot to receive emotional feedback from its audience.

  
  In olden times when wishing still helped one, there lived a king whose daughters were all beautiful, but the youngest was so beautiful that the sun itself, which has seen so much, was astonished whenever it shone in her face.

</prosody></maryxml>

Fig. 7. MARYXML document
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