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Abstract
Case-based planning deals with two of the problems inherent in classical planning methods: the difficulty of determining the effects of a sequence of actions, and the inefficiency of building large, complex plans from low-level primitive actions. A plan is developed from a single case (a previous execution), and the execution of that plan provides another case from which to plan. In this paper we extend this model by allowing plan generation from multiple cases and parts of cases. These extensions are consistent with the approximate nature of case-based planning, and require limited additional information to be stored with the cases.

Introduction
Case-based planning deals with two of the problems inherent in classical planning methods: the difficulty of determining the effects of a sequence of actions from knowledge about the individual actions, and the inefficiency of building large, complex plans from low-level primitive actions. The insight is that it can sometimes be easier to plan by modifying a previously executed plan than by planning from scratch, and that if the domain is reasonably benevolent, the new plan is likely to have the same results as the old one. Under the case-based approach, previously executed plans (cases) take the role of plan operators, or schemas. How the set of primitive actions lead to the effects, whether individually or through interactions, is unimportant: the plan is based on the case as a whole. Using case-based planning at its most basic, a plan is developed from a single case, and the execution of that plan provides another case from which to plan.

An obvious extension of this model is to allow plans to be developed from multiple cases or parts of cases. As an example of the first, a plan to repair a door handle and change the shock absorbers on an automobile might be generated by generating a plan to do each task (from individual cases), then merging the two plans into one that does both. The execution of this plan will provide a case that does both repairs; it would be desirable if this new case could provide the information from which to plan either repair. Given that we can plan both from multiple cases and from parts of cases, we can generate more complex plans by combining plans generated from parts of multiple cases (so, for example, the door handle-shock absorber case and a case of adjusting the brakes and aligning the wheels could be used to generate a plan to change the shocks and align the wheels). At the logical limit, we could plan by combining primitive actions as with a classical planner.

Case-based plan generation (idealized)
In this paper, we present a model for planning from multiple and partial cases that makes minimal information demands on the representation of cases: in particular, it does not demand that the relationships between actions and effects be known or explicit. Our goal is to characterize the mechanisms common to virtually all case-based planning systems, then examine how generation of plans from multiple and partial episodes might be done within extensions to this characterization. The point of this paper is to examine these problems within an idealized, simplified model, and try to identify problems, concerns, and possible solutions that would arise (and have arisen) when designing and implementing real systems.

Case-based planning, as typified by Chef [Hammond, 1989], is an integrated approach to planning, execution, and learning: plans are generated by adapting executed plans, the plan is verified by execution (or simulated execution), and the system learns as a result of that generation and execution. Generally speaking, case-based planning systems do not generate correct plans, but are either expected to learn to avoid incorrect plans over time, or are used in domains where the occasional incorrect plan is not a problem1; minimally

1Exceptions to this are the PRIAR system [Hendler and Kamphampati, 1988] and the SPA system [Hanks and Weld, 1992]. These use case-based techniques for increased efficiency only.
these systems learn by acquiring the results of their own executions. In this paper we are only concerned with the process of plan generation, not with the execution and learning components of a case-based planner, but the approaches offered here are designed to work within and interact with other parts of an integrated planning-execution-learning system.

A number of case-based planning systems use a hybrid approach for plan generation, combining features from case-based planning with features from classical approaches—JULIA [Hinrichs, 1991], for example, combines case-based planning with hierarchical problem solving and constraint-propagation. In this paper we examine the purely case-based process, not because it is superior to the hybrid approach, but simply because it may be easier to examine certain problems in isolation; any progress in this area should also lead to progress with the hybrid approaches as well.

Finally, much of the emphasis in case-based reasoning has been on similarity assessment, efficient retrieval, and adaptation. We do not consider these problems in this paper because our focus is elsewhere, but this should not imply that these problems are easy, or insignificant, or that we have solved them.

In the following sections, we first present a simple model for case-based plan generation from a single case, including a representation of plans and episodes that supports this generation. Next, we look at how this model might be extended to allow plan generation from multiple and partial cases, including assumptions and information requirements. Next, we look at some practical considerations and observations from our work with a particular case-based planning system that supports planning from multiple and partial cases. Finally, we discuss how other researchers have considered these issues.

Planning from a single case

Informally, case-based plan generation involves retrieving a previously executed plan (a case), and modifying it so that its effects include the current goal and its context matches the current situation (things that were true when the case was executed will be true when the plan is executed). This "plan" is meant to be replayed in the current situation, with the expectation that the effects in the plan will occur when it is executed. Notably, the relations between the actions in the case and the various effects are not necessarily explicit. We assume two things about our cases: the sequence of actions in a case led to the set of effects in that case, and that if we execute a similar sequence of actions in a similar context, we will get similar effects. These assumptions allow case-based plans to be generated with a minimal domain theory vis-a-vis actions and their effects, and allow us to avoid much of the complexity inherent in predicting the effects of a sequence of actions from knowledge about the individual actions' effects.

A case representation that supports this simple view of case-based planning can be based on two distinguished situations (points in time): the initial situation (before execution) and the final situation (after execution). The case includes facts for each of these situations, facts that are true over intervals of time that fall somewhere between these situations, actions that occur at various points between these situations, and temporal constraints relating these actions. By our assumptions, cases can generally be replayed: that is, if we execute the plan starting from a point where all of the initial situation facts hold, and we execute the actions subject to their temporal constraints, then the facts in the final situation will hold after the execution, and the intermediate facts will hold at the appropriate intermediate times. The represented case is actually an approximation of one that will always replay; it may not include some of the salient facts and actions (necessary for the case to replay) and may include some superfluous facts and actions. Adaptation can be introduced to this model by defining adaptations as transformations of cases that preserve behavior; if a case can generally be replayed, so can the transformed version of that case if the adaptation is applicable to the situation.

Given such a representation, we can represent a goal as a subset of a case; a partial specification of some desired behavior. Plan generation, then, is the process of finding a case and a set of adaptations, such that the goal is a subset of the adapted case; the adapted case is the plan, and it can be executed by simply "doing it again." This model is presented more formally in the Appendix. This leads to a close correspondence between plans and cases: each plan corresponds to the adaptation of a single case.

Multiple and partial cases

Multiple cases

Informally, using multiple cases should work as follows:
1. Find a set of cases that combine to satisfy your goals.
2. Generate a plan from each case.
3. Merge\(^2\) the set of plans into a single one.

In the previous section (and in the Appendix), we discussed step 2 of this process, generating a plan from a single case. To plan with multiple cases, we need two additional mechanisms, one to partition the goals among individual cases and one to take a set of plans, each solving part of the goal, and merge them into a single plan that solves the entire goal.

Partitioning the goals among cases can be done by finding the set of plans that solve part of the goal, then choosing a set of plans that "cover" the goal set. This

\(^2\)We use the term merge in a generic sense, that of combining the propositions and actions of separate plans into a single plan. This is distinct from the usage in [Poulier et al., 1992], who use it to describe certain plan optimizations.
potentially may be difficult, depending on whether or not there is some notion of optimality of the partitioning; if the constraint is the minimum or maximum number of cases, this reduces to set cover, an NP-complete problem [Aho et al., 1974], even if all of the partial plans have been generated. In most domains we have to deal with this to some degree: optimality may not be necessary, but there will likely be different costs associated with using different sets of cases.

When merging a set of plans into a single plan, we face two issues: synchronization and partial plan interaction. Consistent with the general approach of case-based planning, we can assume that partial plans do not interact unless we have reason to believe that they will—in most domains where case-based planning might be appropriate we are unable to detect such potential interactions anyway—and then try to repair problems caused by such interactions at execution time. Over time, we would hope to learn to avoid combining partial plans that lead to problems in the past.

Synchronization is still an important issue, however—the situations mentioned in the goals need to be consistent across the set of partial plans. How this is to be accomplished depends on how the goal is partitioned: what situations, if any, are shared by different partial plans.

Under certain conditions, plans can be combined sequentially. Consider a goal that can be satisfied by combining two plans A and B, where A’s initial situation is the initial situation of the goal, and B’s final situation is the final situation of the goal. If B’s initial situation propositions are a subset of A’s final situation propositions, then B can immediately follow A. Failing this, if each of B’s initial situation propositions is either a proposition of A or in the initial execution situation, then B can follow A if we can assume that B’s initial situation propositions persist from where we know they are true until B’s initial situation.

For some situations, sequential combination is not possible: the component plans share situations (such as the initial or final situations of the plan). In this case, we make use of any temporal information present in the plans being merged. As discussed in the Appendix, our formal model allows ordering constraints (such as \( \text{precedes}(S_i, S_j) \) and time stamps such as \( \text{value-in}(S_k, \text{clock-time}) = T \)) to be placed on situations. Any temporal relations between situations in the final plan must reflect those in the constituent plans.

In simple cases, for example when two plans have the same initial situation, it may be possible to achieve this by simply normalizing the partial plans to a common relative clock time. For cases when more than one situation needs to be shared, however, the problem is more serious, requiring various adjustments and persistence assumptions. A particularly interesting simple case is the one where two partial plans need to share the same initial and final situations. If the partial plans have different durations, then one or both need to be adjusted. The methods for changing the duration are generally domain-dependent; in some domains it may be possible to increase the duration of the shorter plan by inserting a predecessor to the initial situation or a successor to the final situation and assuming that the appropriate propositions persist. This is not possible in general; if we allow global temporal constraints, such as a constraint on the duration of the plan, it may be impossible to produce a plan within that constraint by merging a set of partial plans that are all within the constraint. For either the sequential or parallel approaches to lead to a correct plan, the plans must not interfere with each other. Unless we can reason about resource constraints and interactions of the actions from the two plans, we will sometimes find that the combined plans do not do what we expected.

**Partial cases**

Similarly, an informal description of planning from a partial case is as follows. Given a goal,

1. Find a part of a case that satisfies your goals.
2. Generate a plan from that part of a case.

To do this requires that we be able to extract partial cases from which to plan, in particular, partial cases that include the initial situation information corresponding to preconditions for the partial plan. This is not necessarily possible given our model for case-based planning: even for a well-behaved case (one that gives sufficient conditions to allow replay to succeed), there is no assumption about the effects of subsets of the plan actions, nor is there any assumption that the intermediate data are complete in terms of predicting what is true at intermediate parts of the plan. This aside, we can propose two characteristics of these extractable partial plans that support their use.

First, the partial cases should be cases: they should have identifiable initial and final situations, and they should be self-contained relative to their events (any ordering constraint in the partial case must be in terms of events in that partial case). Second, all of the information in the partial case is information that is in the complete case, that is, if \( C' \) is a partial case of case \( C \), then \( \text{propositions-of}(C') \subseteq \text{propositions-of}(C) \).

These partial cases can be used in planning as if they were complete cases, and they may or may not result in working plans. They are cases, and we can still assume that they generally can be replayed, but

---

3 Actually, we could use something like TWEAK's modal truth criterion [Chapman, 1987], that is, show that the proposition is always true before B, or if it is false in some situation before B we can show that it becomes true in a situation between that situation and the start of B.

4 The propositions of a case are the facts and actions of a case without distinguishing the initial and final situations. This allows a partial case's initial and final situations to be different from those in the case of which it is a part.
the assumption is weaker, as the evidence of it working is only in the context of the case that it is part of. Moreover, forcing it to be a subset of the case may make it a worse approximation, since salient information for the partial case need not be salient for the case. As with the cases, the predictive quality of the partial cases may be best assessed by experience, a problem made more difficult since a "good" partial case may be contained in a "bad" case.

Combining partial and multiple plans

Both multiple and partial cases can be used in the same case-based planner; indeed, given the nature of a case-based planner reusing its executions it seems likely that using one would imply the use of the other:

- If we plan by combining multiple plans, the resulting case is one that has identifiable partial cases: the parts corresponding to each multiple plan.

- If we plan from partial plans, the extraction of partial cases provides examples (in the original cases) of executed plans that could be viewed as combinations of multiple cases—the associated partial plans.

More importantly, if we have both of these methods, we have the flexibility to plan by combining parts of more than one execution. While these plans may not be as reliable as ones generated from a single execution, it should greatly increase the range of plans we can generate.

Augmenting the representation

The primary representational concern here is how to support extracting partial cases from cases. This could be done on the fly, extracting partial cases as they were needed, but this has two disadvantages: it requires a good deal of reasoning about the case during generation, and it ignores the information about partial cases that has been learned from previous plan generations. The alternative is to explicitly represent the partial plans of a given case. This would allow easy extraction of partial cases, and provide a notation for the "parts" in cases obtained by executing plans generated from multiple cases. While we might choose to extract some partial cases as needed, the easy availability of this information from executions suggests that we augment the case representation by another element, the set of partial cases. These partial cases may in turn have partial cases associated with them, so a given partial case may have a number of successively containing supercases. Once the case or subcase has been chosen to use to generate all or part of a plan, its partial case information is no longer used in generating that plan, but it can easily be included in the case resulting from the new plan’s execution.

Practical considerations and observations

Planning from multiple and partial cases is supported in COOKIE [McCartney, 1990], an integrated case-based planning and execution system that works in the domain of meal planning and preparation. Some of the methods have been simplified or otherwise influenced by the system's domain; the knowledge representation has been affected by the interpretation of goals by agents specifying the goals in using this system. Although certain practical considerations are reflected in this system, it is essentially true to the model presented in the last few sections.

The goals supplied to COOKIE are sets of propositions that may include variables: variables are bound via unification with propositions in the case, and a case satisfies a goal if the goal is a subset of the case. The goals given to COOKIE are typically underconstrained: for a given goal there are multiple possible cases (or combinations of cases) to satisfy it. COOKIE generates plans in order, favoring single episodes over multiple episodes and cases requiring no adaptation over those requiring adaptation. When it is necessary to plan from multiple cases, the goals are partitioned using a greedy algorithm, choosing the case that matches the most of the goal, then the one that matches the most of the remaining goal, and so on. The system proposes a solution that meets the user goals, then allows the user to ask for other solutions interactively for the same or a modified goal (more about this below). Once an acceptable plan is generated, the execution monitor DEFARGE [McCartney and Wurst, 1991] controls the execution of the plan via interaction with an external cook. The results of the execution are stored as a new case.

Two considerations in COOKIE regarding the use of multiple and partial plans bear further explanation: how multiple plans are synchronized, and how partial plans are identified and chosen.

Synchronization of multiple plans

One characteristic of COOKIE's episodes is that the final situation of a meal preparation is when the meal is served (with certain exceptions, such as desserts). Synchronization, therefore, is typically done on the final situation—multiple plans are made equal in duration by adding time to the beginning of the shorter subplans (after the initial situation, before its first action). This is a reasonable approach in this domain: it is based on the assumption that facts are more likely to persist before the cooking has started than after. It also has the effect of synchronizing the initial situations, so all of the initial conditions can be verified before execution commences—akin to the notion of collecting all of the ingredients before starting.
Choosing the right partial plans

The cooking episodes stored in COOKIE typically have a number of partial cases—meals are usually made up of a number of somewhat disjoint dishes—and these partial cases often have partial cases of their own. For a typical American Thanksgiving dinner, for example, there are partial plans corresponding to stuffed turkey, various vegetables, desserts, and beverages. The stuffed turkey partial plan has a partial plan corresponding to preparing stuffing, which in turn has partial plans related to cubing bread and preparing sauteed onions, and so on. Suppose the system is given the goal of preparing stuffing. Is the appropriate case the stuffing subcase, the turkey-and-stuffing subcase, or the Thanksgiving dinner case in entirety? Any of these would satisfy the goal under the definition. Originally, COOKIE used the “minimal partial plan” criterion: choose the smallest partial case that satisfies the goal. While this may be reasonable in some domains, it was not here: implicitly, a goal in this domain means “a meal in which this goal is met”; if I ask for pasta, I would also like a sauce even if I did not mention it. On the other hand, a “maximal partial plan” criterion also can have problems: if I request parts of three meals I do not necessarily want all of the parts of all three.

For some domains one of the extreme criteria may be appropriate, or it may be possible to determine the goal-specifier's intent from the goal. Our solution is to involve the user: we offer the user the plan made up from maximal partial plans, then allow him or her to specify what parts of the plan to keep. The system then uses the minimal partial plan criterion on the new goal: the original goal plus the user-identified characteristics. This is rather a hack, but it allows the use of highly underconstrained goals. This process of refining specifications based on what they lead to has been useful in other domains—software design for example [Balzer, 1985]—where the goals do not adequately capture all of the success criteria.

Resource conflicts and optimizations

In COOKIE, no attempt is made to recognize potential resource conflicts inherent in merging plans. Although many of these conflicts could be detected fairly easily, some are quite subtle (if an oven has been used for baking, it stays too warm for letting bread rise for a long time after it has been turned off, for example). Our rationalization is that the easily-detectable conflicts are probably the easiest to repair at execution time, so the efforts are being put into repair mechanisms that could be useful for difficult to detect conflicts as well. Similarly, we do not attempt to optimize merged plans, although the potential for merging subplans (like cooking two things in the same pan) certainly exists. If a plan has been optimized by combining steps, we can still represent the individual parts by including the shared steps in each partial plan, so inclusion of some optimization in merging would cause no great problems for future reuse of parts.

Related work

A number of other researchers have looked at the problem of multiple/partial cases in planning.

The use of MACROPS by STRIPS and PLANEX [Fikes et al., 1972] illustrated the approach: after a plan was generated, it was generalized into a MACROP, or macro-operator, which encoded the structure of the plan in a table. This MACROP can be used in generating subsequent plans; in fact, it defines a set of partial plans. Once the desired characteristics are chosen, the appropriate operator sequence (a subset of the sequence in the original plan) can be extracted and used as an operator.

PLEXUS [Alterman, 1988] planned by adapting specifically previously developed plans when faced with a similar situation. If a failure occurred during execution, one of the alternative ways to repair the failure was to patch in part of a different plan. This was possible in part because of the amount of detailed information associated with the partial plans: preconditions, goals, and taxonomic relations for example.

CELIA [Redmond, 1990], a case-based problem solver used for automotive troubleshooting, plans and executes sequences of diagnostic procedures by using parts of multiple diagnosis cases. Each diagnosis is structured into subsequences of events called snippets. Snippets are associated with the goals that they lead to, plus applicability conditions for their use, their effects, and what snippets they followed and preceded in the original case. These are combined sequentially during execution based on the result of executing previous snippets in the sequence. They provide explicit partial plans, and their containing case provides a potential sequence of snippets to solve a particular problem.

The multicaSe [Zito-Wolf and Alterman, 1992] provides another method for representing and combining partial plan information. The multicaSe is a structure for representing a number of episodes. It starts with a simple directed graph representing a sequence of operations, then combines graphs that do similar tasks by merging common subsequences. The resulting graph defines a set of possible sequences, each case being a traversal of this graph corresponding to one possible sequence. The choice points in the graph correspond to alternative partial plans; planning can be viewed as choosing the paths in the traversal. This approach provides a highly storage efficient alternative to snippets, with the advantage that not only actual neighbors of partial cases are easily found, but potential neighbors as well. The combination of partial cases is sequential and constrained by multicaSe topology.

One difference between these approaches and the one in COOKIE is that these other systems use partial plans sequentially, while in COOKIE partial plans are usually merged in parallel. For sequential combination, the position within a sequence can be quite useful; the
equivalent information in COOKIE for a partial plan is what other partial plans were executed with it in parallel, information that is included implicitly in the case representation.

A more fundamental difference may be due simply to COOKIE’s notion of goal as a subset of an episode; given this, if a partial plan satisfies a goal, then its containing plan (and all superplans) will likely satisfy it as well (as long as they violate no constraints). COOKIE’s merging of complete plans, then allowing further specification to determine which partial plans to keep, is reasonable for situations with underspecified goals, and the specification of hierarchies of partial episodes means that the decision on what part of the episode should be used is made at generation time rather than at storage time—each case can provide a number of possible plans at different levels of granularity.

The NoLIMIT nonlinear problem solver [Veloso et al., 1990] does the equivalent of extracting partial plans on the fly. It builds a partial-order of operations from a totally ordered sequence of operators, which identifies partial plans that can potentially be executed in parallel. Following this, it uses this representation to reason about resource allocation among the parallel subplans. To build these partial orders (in NoLIMIT) requires detailed information about operator effects and preconditions that a case-based planner would not generally have. However, this work suggests the possibility of generating a partial-order from information that is available (explicit ordering dependencies) or easily inferred in the context of a case-based planner; the partial-order generated will likely be less complete than those used in NoLIMIT, but may still be quite useful. This area is one that we are currently exploring with COOKIE.

Conclusions

This paper presented a simple approach to planning from multiple and partial cases in a case-based planner. The approach puts minimal information requirements on the represented case, and is based on straightforward assumptions about non-interaction between partial plans. It does not produce plans that are guaranteed to succeed—which would be unrealistic given that the underlying model of planning from a single case cannot do this—but proposes solutions that have some likelihood of success. The approach increases the range of plans that a case-based planner can generate from a given case-base without making unrealistic assumptions on how well the planner can reason about the state of the world during the execution of a plan. Little in this approach is new—most of the functionality of this approach has been realized in a number of systems—but it provides a simple model that can be used as a basis for comparison and explanation of alternative case-based planning approaches and implementations.
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Applicable adaptations are those that preserve behavior: if a case is well-behaved (defined below), then its transform is also well-defined. The "propositions" of a tuple are all of the facts without the initial-final situation groupings, i.e., the the union of $P$, $M$, $true-in(x, S_i)$ for all $x$ in $I$, and $true-in(z, S_F)$ for all $z$ in $F$, where $S_i$ and $S_F$ are the initial and final situation respectively. Alternatively, we could use subset relations between the individual tuple elements, which would be equivalent if we required correspondence between the initial and final situations of the case and goal. The transformed case is a plan: for $T(C) = (I, F, P, M, I_C, F_C, P_C, M_C)$, $P_C$ is the set of actions to be taken with partial-order constraints, $I_C$ is the set of facts that should be true in the initial situation of the execution, $F_C$ is the set of facts that should be true in the final situation of the execution, and $M_C$ is the set of facts that should be true at various points in the execution corresponding to the beginnings and ends of actions.

The bases for optimism here are assumptions that the adapted case $T(C)$ approximates a well-behaved case, and that its behavior is approximately the same as the case it approximates. A well-behaved case is one for which replay always works:

$$well-behaved((I, F, P, M)) \iff (\forall_{S,S',T} true-in(S, T) \land occurs([S, S'], P) \Rightarrow true-in(S, T) \land \forall_{\phi \in M} \phi)$$

That is (extending true-in to sets of propositions and occurs to sets of actions in the obvious way), for any situation in which the facts in $I$ hold, if we execute the steps in $P$ subject to all of the timing constraints in $P$, then all of the facts in $F$ will hold in the final situation of the execution, and each intermediate fact in $M$ will hold in the appropriate situation (beginning or end of an action).

By assumption, each case $(I, F, P, M)$ has associated with it a well-behaved case $(I_w, F_w, P_w, M_w)$. A case is a description of an actual plan execution; the corresponding well-behaved case is the ideal description of that same execution:

$$\exists_{S,S',T} occurs([S, S'], P') \land true-in(S, I_w) \land true-in(S, T) \land P \subseteq P' \land P_w \subseteq P' \land true-in(S_f, F_w) \land true-in(S_f, F) \land \forall_{\phi \in M_w} \phi \Rightarrow \forall_{\phi \in M} \phi \Rightarrow \theta$$

That is, our represented cases are approximations of well-behaved cases; the facts in the initial and final situations (as well as in $M$) of our cases may be missing some salient facts and include superfluous facts, and similarly may be missing salient events and/or include superfluous events (defining salient and superfluous as present in and absent from the well-behaved case). The plans generated from these cases, therefore, will sometimes fail.