Formal methods employ mathematical techniques to prove a program satisfies its specifications. Many have stated that the use of these methods provides the only means to truly guarantee a program is dependable [4,8]. Though the use of these methods can be susceptible to human error, they will still increase the dependability of a program. Additionally, using formal methods can uncover design problems or inefficiencies in a program. If knowledge base system (KBS) dependability is a goal, formal methods must become as integral a part of system development as software testing. However, we must overcome many obstacles before realizing this goal. The main objective of our research is to address the verification of knowledge based systems using formal methods. For the remainder of this paper, we outline (i) how formal methods can be used to verify KBSs that rely on rule-based programs, (ii) how these methods address issues of efficiency and concurrency, (iii) the lessons learned, and (iv) the future directions of the research.

The use of formal methods. To employ formal methods for developing and verifying KBSs, we need a computational model that provides a notation in which to formally state the specification of the KBS and its associated program. In addition, the computational model needs a proof theory for verification, i.e., to show that the KBS complies with a given specification. Currently we restrict the KBS to using only rules for its knowledge. Swarm [3,10], the computational model used for this research, allows us to develop rule-based programs independent of a particular architecture, to verify dependability using an assertional-style proof logic, and to express concurrent operations. Swarm is based on atomic transactions over a set of tuple-like entities. Its syntax and execution semantics differ only slightly from traditional rule-based systems. In Swarm, the computation state is represented by the contents of a dataspace, a set of content-addressable entities partitioned into a tuple space and a transaction space. Tuples in Swarm are similar to working memory elements. Executing a Swarm transaction is similar to executing a rule in a rule-based program. Tuples and transactions are defined as classes, whose instances can be created dynamically to appear in the tuple and transaction spaces respectively.

A Swarm program executes by non-deterministically choosing a transaction from the transaction space and deleting it from the space. To ensure fairness, every transaction appearing in the transaction space is eventually chosen. There is no notion of global control or sequencing. A transaction may comprise multiple simultaneously executing subtransactions, each of which has a typical rule structure. Given a transaction chosen from the transaction space, the LHSs of all of its subtransactions are simultaneously matched against the tuple space. Those subtransactions whose LHSs successfully match within the current contents of the dataspace perform the actions of their RHSs simultaneously, with all deletions before additions. The combined actions of the executing subtransactions determine the actions of the whole transaction. Tuples can be added and deleted, but transactions can only be added as an action of the transaction itself or as the result of executing another transaction. A Swarm program terminates when there are no transactions left to choose.

We have shown that Swarm programs can be directly translated to traditional rule-based programs. In addition, traditional rule-based programs can be translated to Swarm with the appropriate conversions of the programs' conflict resolution strategies [5]. Swarm is robust in that we can express both synchronous and asynchronous computations, and reason over both the tuple space and transaction space.

Our methodology presupposes the ability to specify the operational details and formal properties of the program under development and to formalize the functional requirements imposed by the application. We specify and verify safety and progress properties using the Swarm proof logic. Safety properties are used to guarantee that the program will do nothing wrong. Progress properties are used to guarantee that the program will eventually do something. Properties are formulated and expressed by constructing a sufficiently complete assertional-style characterization of programs representing possible realizations of an application. For
example, we express the verification concern of consistency as a safety property that characterizes the information that cannot be present at the same time in working memory. To prove such a property, we must examine all transactions to show that they do not violate the safety property. We express the verification concern of cycles as one or more progress properties. For instance, one progress property may be that the completion of a certain task eventually leads to the start of another. If we can show that the transactions are such that this property is obeyed, then there are no infinite cycles between the two tasks.

Concurrency and efficiency. The term concurrency describes the possibility of several tasks executing at once. This term is used in contrast to parallelism that refers to the implementation of tasks distributed to several processors. In general, there are at least three reasons to consider concurrency [14]. First, the real world is concurrent. Therefore, if we are modeling real-world tasks, as is often the case in knowledge based systems, concurrency will be inherent in the solution. A system that expresses and exploits the inherent concurrency in a problem solution will realize a performance gain over sequential implementations.

Often fault tolerance or robustness requirements may be best met by replication of not only information but also the means of processing. For example, in Swarm, we can partition multiple transaction instances of the same class over a set of variable bindings to replicate knowledge.

Program derivation refers to a systematic formal process of constructing programs from their specifications, typically through some form of stepwise refinement. For concurrent programming, Chandy and Misra's work in UNITY [2] advocates an approach in which the formal program specification is gradually refined to the point where the specification is restrictive enough to suggest a trivial translation into a concurrent program. Thus, program development using this approach first focuses on the problem at hand and postpones language and architectural considerations until last. Back and Sere [1] have a different approach in which they start with an initial (mostly sequential) program and refine its text to represent an efficient concurrent program.

We derive executable rule-based programs from formal specifications by tailoring a methodology that incorporates both the specification refinement and program refinement strategies. Specification refinement is used to derive a generic rule-based program from its formal specifications. Program refinement is used to exploit implementation concerns, such as query complexity and language restrictions, in an effort to maximize efficiency and concurrency. The following are sample refinements from the methodology [7,11]: (i) a general specification refinement, (ii) a general program refinement (iii) a refinement to exploit concurrency, and (iv) a refinement to impose target environment restrictions to increase efficiency.

(i) Often we can divide global progress properties into multiple stages of computation (tasks) or multiple preconditions (cases) of the property, allowing the definition of local progress properties that are easier to express and measure, and hence, easier to guarantee.

(ii) Global data structures used for initial representation often cause bottlenecks. We can distribute these structures locally to reduce shared information, provided we can verify the local computation eventually becomes equivalent to the global computation. This process can introduce new progress properties and force the weakening of safety properties that constrain the structure.

(iii) For more asynchronous computation, we partition a transaction modifying several variables into a set of transactions, each modifying a few variables. We must verify that the distributed modification of variables eventually becomes equivalent to the global modification.

(iv) With knowledge of the target system we can impose restrictions early in the refinement to still derive an efficient concurrent program. For instance, if the target system is a parallel production system shell such as PARS we need consider the difference in the atomicity of the knowledge statement. In Swarm a transaction is an atomic statement. However, conversion to PARS requires a subtransaction to be an atomic statement.

Lessons learned. We approached verification from two viewpoints: verifying existing systems and deriving verifiable systems from specifications. The former requires some reverse engineering because many specifications needed for proof may not be explicitly stated. Also, verifying an entire KBS is a complex and time-consuming process. However, if economy of resources is important, it is possible to verify only portions of a large program [6], allowing concentration of formal methods where it is critical that code be dependable. Deriving a KBS is a more direct means of verification because the proof of the system is an inherent consideration of each refinement step. Knowledge of the target environment can offer substantial information that influences the derivation process. Specification refinement allows us to view the program generically, while program refinement offers a way to incorporate the
constraints and exploit the advantageous characteristics of the target environment.

We found that we can best exploit concurrency in rule-based programs through derivation. This method contrasts with methods used by parallel production system shell developers [9,13] that partition rules of existing sequential programs for multi-rule execution. Concentration on the sequential program inhibits its concurrency because it restricts the choice of solution strategies that may increase the number of co-executing rules.

Future directions of research. Formal methods have been criticized for the amount of resources they require. These resources are normally in the form of manual specification, refinement, and proof. For formal methods to be commercially accepted for KBS development, we envision two immediate directions for research. One direction is to abstract the proof methodology and refinement process and to create a partially automated development tool. The second direction is to look at current methods for specifying KBSs [5,12,15] to determine if those specifications that are crucial to the acceptance of the KBS in a commercial setting can be readily found, and then to concentrate formal methods only on the portions of the program responsible for satisfying the crucial specifications. The program as a whole can be rigorously tested to satisfy the remaining specifications.

Knowledge base systems made up of purely rule-based programs are not robust enough. Many vendors offer software development environments that include both objects and rules. We can model concrete classes and instances within Swarm. Additionally, an object can be modeled as an independent process with transactions as methods, to maintain autonomy and to concurrently execute with other objects. However, we need to extend Swarm to combine multiple objects into one system and to use inheritance. Currently, we are enhancing our methodology to derive KBSs to use objects and rules. Through this research we hope to determine how to subject this integrated paradigm to formal verification and derivation.
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