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Abstract

The blackboard approach has been successfully used in a variety of domains. A typical problem-solving cycle consists of deliberation, scheduling, and execution steps. This paper presents a scheduling approach that uses the mathematically well-founded framework of Petri Nets as an environment model to represent the scheduling context. The paper extends the classical Petri Nets model in various ways and shows their decision making and tutoring applications in the test-bed domain of ship damage control. The use of a scheduler based on Extended Petri Nets resulted in 21 of 160 ships being lost in an immersive simulated environment. This is a 46% improvement over subject experts where 39 ships were lost.

Introduction

A typical problem-solving cycle within the blackboard framework [Larsson&Hayes-Roth96, Carver&Lesser94, Park91, Nii89, Bulitko98b] consists of the following three steps: during the deliberation step the knowledge sources are consulted and a set of proposed actions is posted on the blackboard; at the scheduling step the proposed actions are evaluated using some utility-type metrics and the best action is selected; and finally at the execution step the selected action is passed to the actuators/environment and the blackboard is updated to reflect the new state of the environment. The cycle is then repeated [Bulitko98b, Najem93]. This paper focuses on the scheduling step. A reader interested in the deliberation step and its suitability for the scheduling approach can be referred to [Bulitko98b, Bulitko98a].

In this paper we propose a model-based scheduling approach. The scheduler represents the context of scheduling via an environment model implemented with Extended Petri Nets (EPNs). The reward values come from a static state evaluator that evaluates EPN-predicted states.

Previous model-based scheduling approaches include: decision-theoretic dynamic programming [Russell95], qualitative reasoning [Kuipers94], and numerical simulation [Heath96].

There are several strong motivations for the use of Extended Petri Nets for blackboard scheduling including:

1) EPNs have good representational and reasoning power for domains with complex causality and time-structure function models. They are capable of representing context (i.e. variables), timing information, and procedural knowledge. The experiments described in this paper suggest that EPNs scale up to practically useful domains.

2) EPNs allow for explanation of their operation. An explanatory facility is particularly valuable in human-computer interactive decision support and intelligent tutoring.

3) The Petri Nets community has developed a host of powerful theoretical methods for Petri Nets analysis. Methods relevant to our refinement of the EPN domain model include the automatic graph reachability analysis and deadlock analysis. Many of those methods are available as software packages developed by the Petri Net community. The ability to analyze Petri Nets facilitates debugging of the EPN models used for scheduling, their optimization, and extensions.

Overall Design

At a high level the main idea of our approach is rather simple: predict the state(s) of the environment given the action being evaluated; then evaluate the states using a static state evaluator [Winston84]. The reward values are combined probabilistically to come up with a single utility value for each action. The actions are sorted by that value and the best one is executed. Figure 1 presents a high level
operation of the Minerva-5 expert system that uses this approach. Further details on Minerva-5 can be found in [Bulitko98a].

Our approach is model-based [Russell95]. That is, unlike Q-learning an explicit model of the environment is used. An environment model has the following two main functions: (1) it envisions the future states of the environment given the current state and the action the agent is about to take; and (2) it envisions the reward the agent will get if it takes the action. While in decision theory such a model is often represented as the transition probability and reward functions, in our case the environment is modeled as an Extended Petri Network (EPN). The EPN itself does not contain any reward information. The reward values come from a static state evaluator [Bulitko98a].

The state evaluator is used as a “black box” that has several inputs representing the state of the environment and several outputs representing the severity of the state with regard to the problem-solving tasks (Figure 2). In the test-bed domain of ship damage control the environment is the ship (either real or simulated) from a perspective of the Damage Control Assistant (DCA). A DCA is the officer in charge of handling crises aboard a ship. The DCA’s functions include recognizing crises and properly responding to them by giving orders to repair stations and the like. Thus, the input of the state evaluator is a state of the ship: status of compartments and vital equipment with regard to fire, flood, etc. The output is severity of the ship state and is proportional to the time till a predicted major disaster (“time till kill point”) [Bulitko98a]. Artificial neural networks [Haykin94] and decision trees [Quinlan86, Quinlan93] are used as the internals of the “black box”. Both have shown comparable performance on the data sets that were used.

**Extended Petri Nets**

Petri Nets is a formalism proposed by C. A. Petri with some early applications to modeling communication protocols and distributed software systems [Murata89]. Petri Nets have traditionally been viewed as being best suited for performance evaluation and communication protocol analysis in the areas of distributed software, database, and communication systems, programmable logic and VLSI design, formal languages, and logic programs [Murata89, Peterson81]. Later on higher-order Petri Nets extended with color and time information have been developed and applied to modeling and analysis of complex real-world systems such as production plant operations [vanderAalst94, vanderAalst93, Jensen92, Merlin74, Merlin76]. Attractive properties of Petri Nets include the solid and well developed mathematical foundation, a number of theoretical and practical analysis methods, and a great variety of supporting software packages. Petri Nets continue to be widely used and there are several periodic conference exclusively devoted to their development [e.g. ICATPN-99].

![Figure 1. Minerva-5 Operation: the blackboard framework and problem-solving cycle stages](image1)

![Figure 2. Static state evaluator as a black-box with state attributes as inputs and state severity values as outputs](image2)

This paper proposes a set of extensions for making Petri Nets suitable for scheduling in Artificial Intelligence (AI) systems. It also compares the proposed extensions to related research with applications in “non-AI” domains.

**Classical Petri Nets**

This section will briefly present the classical Petri Nets (also known as place-transition or PT-nets) following the notation of [Peterson81]. A Petri Net (PN) $C$ is a tuple $C = \langle P, T, I, O \rangle$ where $P$ is a set of places, $T$ is a set of transitions, $I$ is a set of transition inputs, and $O$ is a set of transition outputs. A marking of Petri Net $C$ is denoted by
μ and a marked Petri Net is referred to as \( M = \langle P, T, I, O, μ \rangle \). A marking is an \( n \)-vector of natural numbers where \( n \) is the number of places (\( n = |P| \)).

An example will demonstrate the workings of Petri Nets. Consider a very simple Petri Net “Firefighting” shown in Figure 3. The large circles represent places \( P = \{ \text{“Compartment is engulfed” (p1), “Firefighting in progress” (p2), and “Fire is out” (p3)} \} \). There is a single transition \( T = \{ t_1 \} \) (shown as a thick horizontal black line) that has p1 and p2 as its input (enabling) places, and p3 as its output place. Accordingly \( I = \{ t_1, p_1, t_1, p_2 \} \) and \( O = \{ t_1, p_3 \} \). Sets \( I \) and \( O \) are shown graphically as arcs between the places and the transitions. As mentioned above a marking assigns tokens to the places. In the Figure 3 tokens are represented as black dots inside the places. \(<1,1,0>\) marking is shown.

A Petri Net marking represents a snapshot of a system being modeled by the net. This example models the process of fighting fire. The marking shown represents the situation of the compartment being engulfed and fire being fought. The transitions represent state changes. In the example the single transition expresses the rule that if the compartment is engulfed and the fire is being fought the fire will be put out. A transition fires when all of its enabling places have the appropriate number of tokens in them. Each arc leading from a place to a transition requires a presence of one token in the originating place. Firing a transition removes all the enabling tokens from the corresponding enabling places and adds tokens to the output place. In our example, firing transition \( t_1 \) would result in marking \(<0,0,1>\) corresponding to empty places \( p_1, p_2 \) and place \( p_3 \) having one token (i.e. the fire is out).

The Petri Net Extensions

While being a powerful and attractive modeling tool, the classical Petri Nets lack several features helpful for modeling complex real-time systems. The five limitations of the classical Petri Nets the paper addresses are as follows:

- Classical PNs are essentially propositional (i.e. they have no variables or functions). Therefore the modeled system is described in an attribute-value way. To model a large system containing many similar components would require replication of a number of tokens. For example: if to extend the toy PN described above to model more than one compartment (say \( N \) similar compartments), would require replication of the same network \( N \) times. Clearly such redundancy will have adverse effects on PN performance in terms of speed and space.

- Classical PNs represent evolution of a modeled system as a sequence of states with instantaneous transitions. So in a way, the dynamics are modeled by means of situational calculus [Russell95]. While such representation is adequate for certain models, there are systems that require explicit time and duration representation. In our toy PN example putting a fire out takes no time at all. In reality the information about duration of various transitions (such as putting out a fire) is often critical. An alternative formalism, event calculus [Russell95], represents events as entities with explicit duration, beginning, and ending times.

- There is no uncertainty support in classical PNs. The entire state of the world is assumed to be specified exactly. This is an unrealistic assumption in many real-world domains.

- All the enabling places are positive in the sense that the transition firing requires tokens to be there. It is trickier to express a rule that has negation in it (e.g. "Firefighting" and "Engulfment" result in "Fire Spread"). In fact, PT-nets are incapable of zero-testing in the general case [Peterson81]. That fact reduces their modeling power and causes application inconveniences.

- Every time a transition fires all the enabling tokens are withdrawn from the enabling places. This doesn’t always correspond to the actual system behavior where an attribute might result in a transition firing yet the value of that attribute remains unchanged (e.g. the place “Fire” should not lose its tokens when transition “Fire Spread” fires). In classical PNs extra arcs would be needed to just put withdrawn tokens back in.

To address those concerns several extensions are made to the classical PN model. The new formalism is hence called Extended Petri Nets (EPNs). The extensions are then illustrated with another simple example. The new toy example (Figure 4) introduces an EPN modeling fire

![Figure 3. A Classical (PT) Petri Net modeling extinguishing a fire](image-url)
spread. Related Petri Net extensions by other researchers will be considered as the paper proceeds.

- There is now support for context by making each token bear an identifier. An identifier is a set of pairs <type,value>. Example: a token with identifier \{<Room, 3-370-0-E>, <Station, “Repair Locker 5”>\} in place “Firefighting in progress” is interpreted as “Repair Locker 5 fire fighters are fighting fire in room 3-370-0-E”. This extension addresses the propositionality and lack of variables/context issue of the classical PNs. Similar extensions have been suggested by other authors under a common name of colouring. In Coloured Petri Nets each token is assigned a vector of colour values [van der Aalst93, Jensen92]. Our approach is different in that we (1) explicitly specify the type of each value in the identifier and (2) do not require the colours of a token belong to the colour set of the place the token is in.

- In addition to a domain identifier each token now has a time interval associated with it. Time intervals are of form \[[\text{beginning}, \text{ending}]\] that represents our belief on when an attribute acquired its value. Example: token with domain identifier \{<Room, 3-78-0-M>\}, time interval \[[3:12, 3:44]\] in place “Compartment is engulfed” represents our belief that compartment 3-78-0-M became engulfed sometime between 3min 12sec and 3min 44sec of the scenario time. Of course, if we know the time precisely the beginning and ending times will coincide. This extension allows to do temporal reasoning explicitly. It also supports reasoning under uncertainty as follows. If we consider a timestamp of an event to be a random variable then our time intervals translate into well-known \(N\%\) confidence intervals where \(N\) is close to 100% (e.g. 95%). Similar extensions were produced by other researchers. Petri Nets extended in such way are known as time or timed Petri Nets [e.g. van der Aalst93, van der Aalst94]. However, while most researchers timestamp their tokens, we mark each token with a time interval that has timestamp as its special case (i.e. when the ends coincide).

- Transitions are no longer instantaneous but have a delay interval associated with each of them. Each transition \(t\) has an associated delay interval \([\Delta_{\min}, \Delta_{\max}]\). A translation to the probability theory can be done as follows: if \(t\)'s delay \(\Delta\) is a random variable then \([\Delta_{\min}, \Delta_{\max}]\) is the \(N\%\) confidence interval for \(\Delta\) (again \(N\) is close to 100%). This extension brings us closer to the event calculus as opposed to the situational calculus. Again there are other researchers who have used time intervals for the transitions. Merlin in [Merlin74, Merlin76] has used time intervals to represent minimal and maximal enabling times, however the Petri Nets themselves were not coloured. van der Aalst in [van der Aalst93] used transition delay intervals in his ITCPN (Interval Timed Coloured Petri Nets). Our approach differs from ITCPN in that we maintain the interval calculus throughout the representation while ITCPN tokens are timestamped (i.e. have a point-value time).

![Figure 4. Extended Petri Net modeling fire spread](image)

- New types of arcs are introduced. Those include:
  - NOT-arcs (negation or inhibitory arcs) mandate that a transition the arc leads to will not fire if there is a corresponding token in the originating place (e.g. the arc between place “Firefighting in progress” and the transition in Figure 4);
  - double-ended arcs do not withdraw tokens from their enabling places (e.g. the arc between “Compartment is engulfed” and the transition in Figure 4);
  - operator-arcs have arbitrary operators associated with them. In Figure 4 the arc coming out of the transition creates multiple tokens corresponding to the compartment’s neighbors). Related work has been reported in [Jensen92].

**EPN Operation**

In this section we step through a simple example showing an EPN in action. We will start with the an EPN modeling ignition. Figure 5 presents the initial configuration where place “Flammable Materials” is filled with two tokens labeled with compartment (room) names. Both tokens have their time intervals set to \([0:00,0:00]\) meaning that the compartments have been flammable since the beginning of scenario. The other enabling place is labeled “Ignition Temperature” and contains compartments that have reached a sufficiently high temperature. In step 0 that place has no tokens in it meaning that all compartment are cool enough. The two places are enabling places for the “Ignition” transition representing the event of ignition. The transition is labeled with the time delay interval.
Figure 5. Step 0: the initial configuration

The output label of the transition is naturally labeled “Ignited” representing a compartment being ignited.

In Step 1 a new token is posted in place “Ignition Temperature”. However, the token has a label \{<Space, 4-22-0-L>,\[2:37,2:45]\} indicating that the passageway 4-22-0-L got hot sometime between 2:37 and 2:45 scenario time. This news has no effect on the subnet since the passageway doesn’t contain flammable materials (as far as we are aware).

Figure 6. Step 2: generator room gets ignited

In Step 2 the generator room 3-370-0-E gets hot and a new token is posted in place “Ignition Temperature”. This time the space labels match and the transition fires resulting a token in place “Ignited” and reflecting upon the event of generator room ignition (Figure 6).

There are several observations to make: (1) the enabling places retained their tokens as the enabling arcs were double-ended; (2) the time-interval of the new token got affected by the delay interval of the transition.

Designing a EPN-based scheduler

In this section we will go through a possible process of designing a system that uses EPNs for model-based scheduling. An instantiation of this process for the ship damage control domain is presented in the next section together with the experimental results.

The first step is to construct an EPN that represents the physical causality and timings in the domain. The places would typically correspond to states of the environment and the transitions would reflect the state change information and timings. The arcs represent the causality information and procedural knowledge (through the operators attached to them). This is currently the most labor-intensive step since it is done by hand eliciting knowledge from a domain expert. Automating this step is an area of current research.

The second step is to design a state evaluator to work with the EPN predictor. One of the important decisions to make is the choice of state severity scale and state attributes. Once those two are selected one can turn to designing the evaluator’s internals. Our design decisions have been to utilize a static state evaluator using artificial neural networks or decision rules as the internals. Fortunately, both formalisms allow for automated synthesis as follows. A number of training traces can be collected (either off actual or simulated system logs as shown in Figure 7. The simulation could be done with some existing, possibly slow, off-line simulator). Each state in the traces is to be represented with the attributes chosen and to be annotated with the severity values as per the severity metric chosen. Finally the annotated traces could be used as the training samples to synthesize the ANN or a decision tree. Commercial packages could be used for this substep.

Once trained the system could be used as described in the previous section and outlined in Figure 1. As demonstrated in the experimental evaluation section the system trained in
this manner can indeed outperform its teacher.

**Experimental Evaluation**

**Implementation in Minerva-5**

The EPN framework has been tested as a part of Minerva-5 blackboard expert system that has been written for the ship damage control domain [Wilkins97]. Below is a description of the EPN implementation within Minerva-5 while the most detailed treatment is given in [Bulitko98a].

The deliberation module of Minerva-5 generates a number of feasible actions while solving a crisis. Each action corresponds to a high-level goal (e.g. process hypothesis, findout finding, etc.). Example: action “fight fire in X” might correspond to hypothesis “fire in compartment X”.

Minerva-5 has a hand coded EPN part of which is shown in Figure 8. Each deliberated action is fed into the EPN to assess utility of the action. Simply put, overall utility of an action is the sum of its operational and goal utilities. Operational utility is the difference between the value of predicted ship state if the action is taken and the value of predicted ship state of the action is not taken. Intuitively, operational utility reflects how much good an action is going to do us if taken now.

![Figure 8](image)

**Figure 8. A fragment of Minerva-5's Extended Petri Net modeling fire-fighting activities including physical phenomena and personnel effort**

Goal utility reflects how important the goal, that the action being evaluated is pursuing, is. It is defined as the difference between the value of the predicted ship state assuming that the goal hypothesis holds and the value of the predicted ship state assuming it doesn’t hold. Examples: operational utility of action “investigate compartment for fire” is low since it doesn’t improve state of the ship, however, it is goal utility is high since a [potential] fire is an important issue. On the other hand, action “fight fire” will have both operational and goal
utilities high.

We limited the lookahead to 10 minutes. In other words, anything predicted further into the future would be ignored. The output of the EPN was fed into a state evaluator. The single top-ranked action was carried out.

Following the design process outlined in the previous section we had first handcoded an EPN to model fire and flood related phenomena that take place aboard a DDG-51 class destroyer. We had then used Minerva-4 equipped with a handcoded rule-based scheduler [Bulitko98b] to run damage control scenarios automatically and collect the training data. The training data was used to generate a decision rule board evaluator using C5.0 package. The scenarios were run within the DC-Train ship damage control simulator used at the Surface Warfare Officer School (SWOS) in Newport, R. I.

DC-Train 1.0 Runs. To evaluate the performance 500 scenarios have been run within the DC-Train ship damage control simulator routinely we developed that is used at the Navy officers school in Newport, R. I. We have then compared Minerva-5 using the EPN scheduler to Minerva-4 that had a handcoded context-free rule-based scheduler [Bulitko98b] and to Navy officers at SWOS. The results are presented in Figure 9.

![Figure 9. Minerva-5 (EPN-based scheduler) vs. Minerva-4 (context-free rule-based scheduler) vs. Navy officers experimental comparison](image)

Any scenario could have had one of the three outcomes: “ship lost” meaning that a kill point was reached (i.e. a major disaster such as a missile compartment explosion); “ship possibly saved” meaning that at 25 minutes scenario time the ship was still alive yet there were active crises; and “ship saved” means there were no active crises at the 25-minute mark.

The use of the EPN based scheduler resulted in 21 ships being lost. And it is a 46% improvement over Navy officers where 39 ships were lost.

Applications

In our research we have investigated applications of Extended Petri Networks to human-computer collaborative decision-making systems and intelligent tutoring systems. While a detailed discussion could be found elsewhere [Bulitko99a], we will present the highlights below.

Problem-solving. EPNs could be used for problem-solving as a part of a blackboard based decision-making system. The previous section has described one such deployed application, Minerva-5. The attained problem-solving expertise could be used as the basis for the following functions.

Advising facilities allow an expert system, such as Minerva-5, to explain its motivation for the actions taken. Both blackboard deliberation and EPNs allow for natural language output. Details could be found in [Bulitko98a]. Minerva-5 is equipped with a graphical user interface (GUI) presenting the user with graphical and natural language output [Bulitko99b].

Critiquing facilities use differential analysis as the basis. Creative user’s actions that don’t have a match in the expert system line of reasoning are fed into the EPN predictor for evaluation. Again, Minerva-5 is equipped with a critiquing GUI [Bulitko99a, Bulitko99b, Bulitko98a]. Critiquing naturally relates to performance scoring inasmuch as every user action could be assigned an explainable score. A scoring package has been developed for Minerva-5 and deployed at a Navy training school at Newport, R.I.

Related Work in Scheduling

Model-based Approaches

Three alternative model-based approaches that we considered are dynamic programming, numerical simulation, and quantitative reasoning. We will discuss each of these in turn.

A dynamic programming formulation of a scheduling problem explicitly represents all the states, and can typically manage problems with in the order of 50,000 states [Dietterich98, Mitchell97, Russell95]. This method is not suitable for the blackboard scheduling problem associated with the ship damage control decision making task because there are on the order of $10^{1000}$ states in our current test-bed system.

Numerical simulation methods [Heath96] can explicitly model an environment by simulating it from first-
principles. Minerva-5 works in conjunction with a numerical simulator for training the decision making system, but it can't be used for scheduling because it is approximately three orders of magnitude too slow.

Qualitative Reasoning methods [Kuipers94] are another major method of explicitly modeling a complex environment. Their major strength is the ability to simulate a domain qualitatively. Extended Petri Nets have been found to be useful because the ship damage control domain requires simulation of a lot of quantitative and qualitative processes. And the analysis tools that are possible because of the strong mathematical foundation of Petri Nets, such as reachability analysis and deadlock analysis, led us to explore the use of Petri Nets.

Discussion

This paper has presented the formalism of Extended Petri Nets that was created for the Blackboard scheduling domain. An EPN-based scheduler should be able to be used as an environment model in a variety of systems. Combined with a state evaluator it provides both envisioned states and associated rewards. Another main contribution of the research is applying the approach in a proof-of-the-principle domain of ship damage control. The system has been deployed and routinely used at a Navy training school for automated intelligent tutoring.

The proposed approach has a number of strengths including high prediction speed, variable lookahead time, and well-studied formalism of Petri Nets. It also opens a number of directions for future research as follows.

Future Research Directions

Now that Petri Nets have been shown to be a useful formalism for Blackboard scheduling, an area of future research is to more deeply explore their relationship to network representations that have been more heavily used in AI, and to see the extent that the benefits can be combined or lead to cross-fertilization.

One particular direction that we are currently exploring is Learning EPNs. Currently the Extended Petri Networks are manually designed. While being a reasonable approach in some domains, handcoding might be too costly in other domains. The consistency might become an issue as well. This branch of research can take advantage of machine learning methods to automatically extract the training data and generate the EPNs based on it.
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