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Abstract
We introduce TYCOON a framework we are developing for the analysis of human verbal and non-verbal behavior. This framework includes a typology made of six primitive types of cooperation between communicative modalities: equivalence, specialization, transfer, redundancy, complementarity and concurrency. We have used this typology when annotating videotaped multimodal human-computer interaction and human-human communication. We have defined some metrics for the analysis of such multimodal behavior of observed subjects. The computed values of such metrics are being used for the specification of the multimodal behavior of an embodied conversational agent. We will present how these low-level specifications of combination between modalities might be used in the future as building blocks for bridging the gap between experimental human behavior analysis and the modeling of cooperation-related multimodal attitudes related for instance to autonomy, delegation and control.

Introduction
Recent techniques have been developed for the observation of human multimodal behavior (Maybury and Martin 2002). We claim that such corpora and tools which have been mainly developed for the analysis of human verbal and non-verbal behavior can also be useful for studying how people make their communication modalities cooperate in order for them to reach their communicative goal, but also how a group of people cooperate for a collaborative task such as a collective oral presentation. We will first describe our work on experimental human behavior analysis. We will then define the related framework for studying and monitoring cooperations between not only user interface modality agents, but also between software agents.

Experimental analysis of human cooperative multimodal behavior
When communicating with someone else, we use several modalities such as speech and gestures in a cooperative way. The mechanisms that underlie this multimodality of human communication are not completely identified nor understood. Similarly we do not know completely the behavior a subject might have when facing a system, which allows her to use these different modalities of communication.

The study of this multimodality of human communication is currently driving federative research grouping several domains such as Linguistics and Computer Sciences. It includes several dimensions such as the need to collect data on existing corpora but also the definition of coding schemes, the development of annotation tools and of algorithms computing behavioral metrics.

Following previous work on manual annotation of human multimodal behavior, we have developed tools making easier the annotation and the computation of behavioral metrics. We have defined a XML DTD grammar for specifying the annotations. According to this grammar, such annotations are composed of several sections. A first section describes the objects the subject is referring to in the corpus (i.e. Drawings on a blackboard). Each of the following sections of an annotation contains a multimodal segment, itself composed of several sub-section (one for each modality). A Java software has been developed in order to parse such annotations and compute behavioral metrics. These tools have been applied to 40 samples taken in several corpora. One example is given in Figure 1.

For defining these behavioral metrics, we use TYCOON a framework we are developing for the analysis of human verbal and non-verbal behavior (Martin et al. 2001). The framework includes a typology made of six primitive types of cooperation between communicative modalities: equivalence, specialization, transfer, redundancy, complementarity and concurrency. We have used this typology when annotating videotaped multimodal human-computer interaction and human-human communication.
We have defined some metrics for the analysis of such multimodal behavior of observed subjects. The computed values of such metrics are being used for the specification of the multimodal behavior of an embodied conversational agent (Figure 2).

Framework for studying and monitoring cooperation between agents

Following these measures of human multimodal behavior, we propose a tentative framework for studying and monitoring cooperations between agents, would these agents be the communicative modalities that one human use in order to reach his/her communicative goal, or would it be several human or software agents cooperating in order to reach a collective communicative presentation goal.

Cooperative environment. A cooperative environment is composed of: an application domain, a set of referenceable objects, a set of agents and a set of types of possible cooperation between these agents.

Application domain. An application domain is defined by a set of message templates (including command names and associated parameters in the case of Human-Computer Interaction) and a set of object.

Referenceable object. A referenceable object embeds an object of the application with knowledge on how to refer to this object (with linguistic or non-linguistic means).

Information chunk. An information chunk is represented by a set of features. A feature provides the value of only one attribute of an information chunk (i.e. the date, at which it was detected, or a word that was recognized, or a request that was understood). A name, a content and a confidence factor define a feature.

Agent. An agent is a computational process represented by: its name, a set of input information chunks it may process, a set of output information chunks it may produce and a confidence factor associated with this process. An agent may be human or software.

Cooperation. A cooperation requires the exchange of information in order to achieve a common goal. In Tycoon, we have distinguished six possible types cooperation between agents.

Equivalence. A cooperation by equivalence is defined by a set of agents, a set of chunks of information, which can be produced by either of the agents and a criterion, which is used to select one of the agents. When several agents cooperate by equivalence, this means that a chunk of information may be produced as an alternative, by either of them.
Transfer. Cooperation by transfer is defined by two agents and a function mapping the output of the first agent into the input of the second agent. When several agents cooperate by transfer, this means that a chunk of information produced by one agent is used as input by another agent.

Specialization. A cooperation by specialization is defined by an agent, a set of agents A and a set of chunks of information this agent is specialized in when compared to the agents of the set A. When agents cooperate by specialization, this means that the same agent always produces a specific kind of information.

Redundancy. Several agents, a set of chunks of information and three functions define cooperation by redundancy. The first function checks that there are some common attributes in chunks produced by the agents, the second function computes a new chunk out of them, and the third function is used as a fusion criterion. If agents cooperate by redundancy, this means that these agents partly produce the same information.

Complementarity. Cooperation by complementarity is defined similarly as cooperation by redundancy except that there are several non-common attributes between the chunks produced by the two processes. The common value of some attributes might be used to drive the fusion process. When modalities cooperate by complementarity, different chunks of information are produced by each agent and have to be merged.

Concurrency. A cooperation by concurrency means that several agents produce independent chunks of information at the same time. These chunks must not be merged.

Goals of cooperation. Several agents may exchange information and cooperate for several reasons such as enabling a fast interaction between agents or improving mutual understanding of the agents.

Application to monitoring cooperation between software agents

Our framework is focusing on the way an agent integrates messages coming from several other agents. Several agents A<sub>j</sub> may indeed cooperate according to several types of cooperation to process a message m received by a “classical” central “facilitator” agent (Figure 3):

- **equivalence**: each agent A<sub>j</sub> can process the message m but with different response time or confidence which will lead the facilitator to send the message to only one of these agents,

![Figure 3: The types of cooperation can be used by a facilitator agent:](image)

1. An agent Ai sends a message to the facilitator agent,
2. Considering the services declared by a set of agents {Aj}, the facilitator selects one or several agents Aj as well as the type of their cooperation,
3. The facilitator builds some messages and sends them to the selected agents Aj,
4. One or several agents report to the facilitator,
5. In the case of redundancy and complementarity these messages are integrated,
6. The facilitator sends a reply to the agent Ai.

Figure 2: Screendump of the LEA multimodal agent. A XML language is used to specify each modality configuration (buisine et al. 2002).
• **redundancy**: each agent $A_j$ can process the message $m$ but with different response time or confidence which will lead the facilitator to send the same message $m$ to all the agents $A_j$, to wait for the results and to merge them.

• **complementarity**: each agent $A_j$ can process only part of the message $m$ which will lead the facilitator to send parts of the message $m$ to all agents, to wait for the results and to merge them.

• **specialization**: the facilitator will send the message $m$ to the only agent who can process it.

A preliminary version of the program has been tested in the case of a very simple multi-agent system where agents share the knowledge about the values of different variables. Each agent may either know the value of a variable, or how this value depends on the value of other variables. We consider the agents displayed in Figure 4.

- Agent $A_1$ knows that $x = 10$.
- Agent $A_2$ knows that $y = 2^x + 3$.
- Agent $A_3$ knows that $z = x + y^2$.
- The first message is from agent $A_4$ that asks to the facilitator the value of variable $z$.

We consider two ways of computing rates of use of each type of cooperation.

- "Statically": the allowed types of cooperation as a function of the initial knowledge of the agents (such as agent $A_1$ cooperates by specialization with the other agents when considering the value of variable X).
- "Dynamically": the types of cooperation as observed from the history of messages collected by the facilitator (agents $A_2$ and $A_3$ have been observed to cooperate by complementarity for the computation of the value of variable $Z$ during the processing of the request sent by $A_4$).

In order for an agent to decide whether it should act autonomously, by delegation or by control, it should have some information on the type of cooperation that it might expect from other agents.

Autonomy could be used when the agent is specialized in a specific chunk of information or service. Delegation may require the agent to know the possible cooperation between other agents.

**Conclusion: cooperative attitudes related to autonomy, delegation and control**

We believe that our TYCOON low-level specifications of cooperation between agents might be used in the future as building blocks for bridging the gap between experimental human behavior analysis and the modeling of higher-level cooperation-related attitudes related to autonomy, delegation and control.

Potential future questions include: How the knowledge of possible types of cooperation between available agents can be used in solving conflicts between agents? What effects does it have on task performance and communication performance (such as the number of exchanged messages)? How such cooperation principles can be formalized? How much is this typology/metrics a commonality across research camps involved in the workshop? Can it be applied to the monitoring of cooperation between real and complex autonomous agents? Between human and software agents? Can the knowledge of such types of cooperation be useful to select initiative strategies? How much tycoon metrics can be indicators of agent cooperation efficiency? Could tycoon metrics be used to monitor team creation or inter-team cooperation?

![Figure 4: Example with 4 agents.](image-url)
We will propose a tentative mapping between these cooperation-related and potential clues in multimodal behavior but also cooperation between these clues according to the TYCOON typology. The use of multimodal clues in observed behavior might indeed help to reach a better understanding and modeling of cooperative behavior.
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