Abstract

Optimal solutions to Markov Decision Problems (MDPs) are very sensitive with respect to the state transition probabilities. In many practical problems, the estimation of those probabilities is far from accurate. Hence, estimation errors are limiting factors in applying MDPs to real-world problems. We propose an algorithm for solving finite-state and finite-action MDPs, where the solution is guaranteed to be robust with respect to estimation errors on the state transition probabilities. Our algorithm involves a statistically accurate yet numerically efficient representation of uncertainty via likelihood functions. The worst-case complexity of the robust algorithm is the same as the original Bellman recursion. Hence, robustness can be added at practically no extra computing cost.

Introduction

We consider a finite-state and finite-action Markov decision problem in which the transition probabilities themselves are uncertain, and seek a robust decision for it. Our work is motivated by the fact that in many practical problems, the transition matrices have to be estimated from data. This may be a difficult task and the estimation errors may have a huge impact on the solution, which is often quite sensitive to changes in the transition probabilities (Feinberg & Schwartz 2002). A number of authors have addressed the issue of uncertainty in the transition matrices of an MDP. A Bayesian approach such as described by (Shapiro & Kleywegt 2002) requires a perfect knowledge of the whole prior distribution on the transition matrix, making it difficult to apply in practice. Other authors have considered the transition matrix to lie in a given set, most typically a polytope: see (Satia & Lave 1973; White & Eldeib 1994; Givan, Leach, & Dean 1997). Although our approach allows to describe the uncertainty on the transition matrix by a polytope, we may argue against choosing such a model for the uncertainty. First, a general polytope is often not a tractable way to address the robustness problem, as it incurs a significant additional computational effort to handle uncertainty. Perhaps more importantly, polytopic models, especially interval matrices, may be very poor representations of statistical uncertainty and lead to very conservative robust policies. In (Bagnell, Ng, & Schneider 2001), the authors consider a problem dual to ours, and provide a general statement according to which the cost of solving their problem is polynomial in problem size, provided the uncertainty on the transition matrices is described by convex sets, without proposing any specific algorithm. This paper is a short version of a longer report (Nilim & El-Ghaoui 2004), which contains all the proofs of the results summarized here.

Notation. $P > 0$ or $P \geq 0$ refers to the strict or non-strict componentwise inequality for matrices or vectors. For a vector $p > 0$, $\log p$ refers to the componentwise operation. The notation $1$ refers to the vector of ones, with size determined from context. The probability simplex in $\mathbb{R}^n$ is denoted $\Delta_n = \{ p \in \mathbb{R}_+^n : p^T 1 = 1 \}$, while $\Theta_n$ is the set of $n \times n$ transition matrices (componentwise non-negative matrices with rows summing to one). We use $\sigma_P$ to denote the support function of a set $P \subseteq \mathbb{R}^n$, with for $v \in \mathbb{R}^n$, $\sigma_P(v) := \sup\{ p^T v : p \in P \}$.

The problem description

We consider a finite horizon Markov decision process with finite decision horizon $T = \{0, 1, 2, \ldots, N - 1\}$. At each stage, the system occupies a state $i \in \mathcal{X}$, where $n = |\mathcal{X}|$ is finite, and a decision maker is allowed to choose an action $a$ deterministically from a finite set of allowable actions $\mathcal{A} = \{a_1, \ldots, a_m\}$ (for notational simplicity we assume that $\mathcal{A}$ is not state-dependent). The system starts in a given initial state $i_0$. The states make Markov transitions according to a collection of (possibly time-dependent) transition matrices $\tau := (P^n_{a})_{a \in \mathcal{A}, t \in T}$, where for every $a \in \mathcal{A}, t \in T$, the $n \times n$ transition matrix $P^n_{a}$ contains the probabilities of transition under action $a$ at stage $t$. We denote by $\pi = (\alpha_0, \ldots, \alpha_{N-1})$ a generic controller policy, where $\alpha_t(i)$ denotes the controller action when the system is in state $i \in \mathcal{X}$ at time $t \in T$. Let $\Pi = \mathcal{A}^N$ be the corresponding strategy space. Define by $c_t(i, a)$ the cost corresponding to state $i \in \mathcal{X}$ and action $a \in \mathcal{A}$ at time $t \in T$, and by $c_N$ the cost function at the terminal stage. We assume that $c_t(i, a)$ is non-negative and finite for every $i \in \mathcal{X}$ and $a \in \mathcal{A}$.

For a given set of transition matrices $\tau$, we define the
Finite-horizon nominal problem by
\[
\phi_N(\Pi, \tau) := \min_{\pi \in \Pi} C_N(\pi, \tau),
\]  
(1)
where \( C_N(\pi, \tau) \) denotes the expected total cost under controller policy \( \pi \) and transitions \( \tau \):
\[
C_N(\pi, \tau) := \mathbb{E} \left( \sum_{t=0}^{N-1} c_t(i_t, a_t(i)) + c_N(i_N) \right).
\]  
(2)
A special case of interest is when the expected total cost function bears the form (2), where the terminal cost is zero, and \( c(i, a) = \nu c(i, a) \), with \( c(i, a) \) now a constant cost function, which we assume non-negative and finite everywhere, and \( \nu \in (0, 1) \) is a discount factor. We refer to this cost function as the discounted cost function, and denote by \( C_\infty(\pi, \tau) \) the limit of the discounted cost (2) as \( N \to \infty \).

When the transition matrices are exactly known, the corresponding nominal problem can be solved via a dynamic programming algorithm, which has total complexity of \( mn^2 N \) operations in the finite-horizon case. In the infinite-horizon case with a discounted cost function, the cost of computing an \( \epsilon \)-suboptimal policy via the Bellman recursion is \( O(mn^2 \log(1/\epsilon)) \); see (Puterman 1994) for more details.

**The robust control problems**

At first we assume that when for each action \( a \) and time \( t \), the corresponding transition matrix \( P_t^a \) is only known to lie in some given subset \( P^a \). Two models for transition matrix uncertainty are possible, leading to two possible forms of finite-horizon robust control problems. In a first model, referred to as the stationary uncertainty model, the transition matrices are chosen by nature depending on the controller policy once and for all, and remain fixed thereafter. In a second model, which we refer to as the time-varying uncertainty model, the transition matrices can vary arbitrarily with time, within their prescribed bounds. Each problem leads to a game between the controller and nature, where the controller seeks to minimize the maximum expected cost, with nature being the maximizing player.

Let us define our two problems more formally. A policy of nature refers to a specific collection of time-dependent transition matrices \( \tau = (P_t^a)_{a \in A, t \in T} \) chosen by nature, and the set of admissible policies of nature is \( \mathcal{T} := (\otimes_{a \in A} P^a)^N \). Denote by \( T_s \) the set of stationary admissible policies of nature:
\[
T_s = \{ \tau = (P_t^a)_{a \in A, t \in T} \in \mathcal{T} : P_t^a = P_s^a \text{ for every } t, s \in T, a \in A \}.
\]
The stationary uncertainty model leads to the problem
\[
\phi_N(\Pi, T_s) := \min_{\pi \in \Pi} \max_{\tau \in T_s} C_N(\pi, \tau),
\]  
(3)
In contrast, the time-varying uncertainty model leads to a relaxed version of the above:
\[
\phi_N(\Pi, T_s) \leq \phi_N(\Pi, T) := \min_{\pi \in \Pi} \max_{\tau \in T} C_N(\pi, \tau).
\]  
(4)

The first model is attractive for statistical reasons, as it is much easier to develop statistically accurate sets of confidence when the underlying process is time-invariant. Unfortunately, the resulting game (3) seems to be hard to solve because “principle of optimality” may not hold in these problems due to the dependence of optimal actions of nature among different stages. The second model is attractive as one can solve the corresponding game (4) using a variant of the dynamic programming algorithm seen later, but we are left with a difficult task, that of estimating a meaningful set of confidence for the time-varying matrices \( P_t^a \). In this paper we will use the first model of uncertainty in order to derive statistically meaningful sets of confidence for the transition matrices, based on likelihood or entropy bounds. Then, instead of solving the corresponding difficult control problem (3), we use an approximation that is common in robust control, and solve the time-varying upper bound (4), using the uncertainty sets \( P^a \) derived from a stationarity assumption about the transition matrices. We will also consider a variant of the finite-horizon time-varying problem (4), where controller and nature play alternatively, leading to a repeated game
\[
\phi_N^{\text{rep}}(\Pi, Q) := \min_{\pi \in \Pi} \max_{\tau \in T} C_N(\pi, \tau),
\]  
(5)
where the notation \( \tau_t = (P_t^a)_{a \in A} \) denotes the collection of transition matrices at a given time \( t \in T \), and \( Q := \otimes_{a \in A} P^a \) is the corresponding set of confidence.

Finally, we will consider an infinite-horizon robust control problem, with the discounted cost function referred to above, and where we restrict control and nature policies to be stationary:
\[
\phi_\infty(\Pi_s, T_s) := \min_{\pi \in \Pi_s} \max_{\tau \in T_s} C_\infty(\pi, \tau),
\]  
(6)
where \( \Pi_s \) denotes the space of stationary control policies. We define \( \phi_\infty(\Pi, T), \phi_\infty(\Pi_s, T_s) \) and \( \phi_\infty(\Pi_s, T) \) accordingly.

In the sequel, for a given control policy \( \pi \in \Pi \) and subset \( S \subseteq T \), the notation \( \phi_N(\pi, S) := \max_{\tau \in S} C_N(\pi, \tau) \) denotes the worst-case expected total cost for the finite-horizon problem, and \( \phi_\infty(\pi, S) \) is defined likewise.

**Main results**

Our main contributions are as follows. First we provide a recursion, the “robust dynamic programming” algorithm, which solves the finite-horizon robust control problem (4). We provide a simple proof in (Nilim & El-Ghazoui 2004) of the optimality of the recursion, where the main ingredient is to show that perfect duality holds in the game (4). As a corollary of this result, we obtain that the repeated game (5) is equivalent to its non-repeated counterpart (4). Second, we provide similar results for the infinite-horizon problem with discounted cost function, (6). Moreover, we obtain that if we consider a finite-horizon problem with a discounted cost function, then the gap between the optimal value of the stationary uncertainty problem (3) and that of its time-varying counterpart (4) goes to zero as the horizon length goes to infinity, at a rate determined by the discount factor. Finally, we identify several classes of uncertainty models, which result in an algorithm that is both statistically accurate and numerically tractable. We provide precise complexity results that imply that, with the proposed approach, robustness can be handled at practically no extra computing cost.
Finite-Horizon robust MDP

We consider the finite-horizon robust control problem defined in Section 2. For a given state $i \in \mathcal{X}$, action $a \in \mathcal{A}$, and $P^a \in \mathcal{P}^a$, we denote by $p_{t \rightarrow i}^a$ the next-state distribution drawn from $P^a$ corresponding to state $i \in \mathcal{X}$; thus $p_{t \rightarrow i}^a$ is the $i$-th row of matrix $P_t^a$. We define $P_t^a$ as the projection of the set $P_t^a$ onto the set of $p_{t \rightarrow i}^a$-variables. By assumption, these sets are included in the probability simplex of $\mathbb{R}^n$, $\Delta_n$; no other property is assumed. The following theorem is proved in (Nilim & El-Ghaoui 2004).

**Theorem 1 (robust dynamic programming)** For the robust control problem (4), perfect duality holds:

$$\phi_N(\Pi, T) = \min_{\pi \in \Pi} \max_{\tau \in T} C_N(\pi, \tau) = \max_{\tau \in T} \min_{\pi \in \Pi} C_N(\pi, \tau)$$

$$:= \psi_N(\Pi, T).$$

The problem can be solved via the recursion

$$v_t(i) = \min_{a \in \mathcal{A}} \left( c_t(i, a) + \sigma_{P_t^a}(v_{t+1}) \right), \quad i \in \mathcal{X}, \quad t \in T,$$  \hspace{1cm} (7)

where $\sigma_{P_t^a}(v) := \sup \left\{ p^T v : p \in \mathcal{P} \right\}$ denotes the support function of a set $\mathcal{P}$, $v_t(i)$ is the worst-case optimal value function in state $i$ at stage $t$. A corresponding optimal control policy $\pi^* = (a_0, \ldots, a_N)$ is obtained by setting

$$a^*_t(i) = \arg \min_{a \in \mathcal{A}} \left( c_t(i, a) + \sigma_{P_t^a}(v_{t+1}) \right), \quad i \in \mathcal{X}. \hspace{1cm} (8)$$

The effect of uncertainty on a given strategy $\pi = (a_0, \ldots, a_N)$ can be evaluated by the following recursion

$$v_t^\pi(i) = c_t(i, a_t(i)) + \sigma_{P_t^{a_t(i)}}(v_{t+1}^\pi), \quad i \in \mathcal{X}, \hspace{1cm} (9)$$

which provides the worst-case value function $v^\pi$ for the strategy $\pi$.

The above result has a nice consequence for the repeated game (5):

**Corollary 2** The repeated game (5) is equivalent to the game (4):

$$\phi_N^{\text{rep}}(\Pi, \mathcal{Q}) = \phi_N(\Pi, T),$$

and the optimal strategies for $\phi_N(\Pi, T)$ given in Theorem 1 are optimal for $\phi_N^{\text{rep}}(\Pi, \mathcal{Q})$ as well.

The interpretation of the perfect duality result given in Theorem 1, and its consequence given in Corollary 2, is that it does not matter whether the controller or nature play first, or if they alternatively; all these games are equivalent. Now consider the following algorithm, where the uncertainty is described in terms of one of the models described in section “Kullback-Liebler Divergence Uncertainty Models”:

**Robust Finite Horizon Dynamic Programming Algorithm**

1. Set $\epsilon > 0$. Initialize the value function to its terminal value

$$\bar{v}_N = c_N.$$  \hspace{1cm} (10)

2. Repeat until $t = 0$:

(a) For every state $i \in \mathcal{X}$ and action $a \in \mathcal{A}$, compute, using the bisection algorithm given in (Nilim & El-Ghaoui 2004), a value $\hat{\sigma}_t^n$ such that

$$\hat{\sigma}_t^n - \epsilon N \leq \sigma_{P_t^n}(\bar{v}_t) \leq \hat{\sigma}_t^n.$$  \hspace{1cm} (11)

(b) Update the value function by

$$\bar{v}_{t-1}(i) = \min_{a \in \mathcal{A}} \left( c_{t-1}(i, a) + \hat{\sigma}_t^n \right), \quad i \in \mathcal{X}.$$  \hspace{1cm} (12)

(c) Replace $t$ by $t - 1$ and go to 2.

3. For every $i \in \mathcal{X}$ and $t \in T$, set $\pi^\epsilon = (a_0^\epsilon, \ldots, a_{N-1}^\epsilon)$, where

$$a_t^\epsilon(i) = \arg \max_{a \in \mathcal{A}} \left( c_{t-1}(i, a) + \hat{\sigma}_t^n \right), \quad i \in \mathcal{X}, \quad a \in \mathcal{A}.$$  \hspace{1cm} (13)

As shown in (Nilim & El-Ghaoui 2004), the above algorithm provides an suboptimal policy $\pi^\epsilon$ that achieves the exact optimum with prescribed accuracy $\epsilon$, with a required number of steps bounded above by $O(mn^2N \log(N/\epsilon))$. This means that robustness is obtained at a relative increase of computational cost of only $\log(N/\epsilon)$ with respect to the classical dynamic programming algorithm, which is small for moderate values of $N$. If $N$ is very large, we can turn instead to the infinite-horizon problem examined in the following section, and similar complexity results hold.

**Infinite-Horizon MDP**

In this section, we address the infinite-horizon robust control problem, with a discounted cost function of the form (2), where the terminal cost is zero, and $c_t(i, a) = \nu^t c_t(i, a)$, where $c(i, a)$ is now a constant cost function, which we assume non-negative and finite everywhere, and $\nu \in (0, 1)$ is a discount factor.

We begin with the infinite-horizon problem involving stationary control and nature policies defined in (6). The following theorem is proved in (Nilim & El-Ghaoui 2004).

**Theorem 3 (Robust Bellman recursion)** For the infinite-horizon robust control problem (6) with stationary uncertainty on the transition matrices, stationary control policies, and a discounted cost function with discount factor $\nu \in [0, 1]$, perfect duality holds:

$$\phi_\infty(\Pi_s, T_s) = \max_{\tau \in T_s} \min_{\pi \in \Pi_s} C_\infty(\pi, \tau) := \psi_\infty(\Pi_s, T_s).$$  \hspace{1cm} (14)

The optimal value is given by $\phi_\infty(\Pi_s, T_s) = v(i_0)$, where $i_0$ is the initial state, and where the value function $v$ satisfies the optimality conditions

$$v(i) = \min_{a \in \mathcal{A}} \left( c(i, a) + \nu \sigma_{P_t^{\epsilon}}(v) \right), \quad i \in \mathcal{X}. \hspace{1cm} (15)$$

The value function is the unique limit value of the convergent vector sequence defined by

$$v_{k+1}(i) = \min_{a \in \mathcal{A}} \left( c(i, a) + \nu \sigma_{P_t^{\epsilon}}(v_k) \right), \quad i \in \mathcal{X}, \quad k = 1, 2, \ldots$$  \hspace{1cm} (16)

A stationary, optimal control policy $\pi = (a^*, a^*, \ldots)$ is obtained as

$$a^*_t(i) = \arg \min_{a \in \mathcal{A}} \left( c(i, a) + \nu \sigma_{P_t^{\epsilon}}(v) \right), \quad i \in \mathcal{X}. \hspace{1cm} (17)$$
Note that the problem of computing the dual quantity \( \psi_{\infty}(\Pi, T) \) given in (10), has been addressed in (Bagnell, Ng, & Schneider 2001), where the authors provide the recursion (12) without proof.

Theorem (3) leads to the following corollary, also proved in (Nimil & El-Ghaoui 2004).

**Corollary 4** In the infinite-horizon problem, we can without loss of generality assume that the control and nature policies are stationary, that is,

\[
\phi_{\infty}(\Pi, T) = \phi_{\infty}(\Pi_s, T_s) = \phi_{\infty}(\Pi, T_s).
\]

Furthermore, in the finite-horizon case, with a discounted cost function, the gap between the optimal values of the finite-horizon problems under stationary and time-varying uncertainty models, \( \phi_N(\Pi, T) - \phi_N(\Pi_s, T_s) \), goes to zero as the horizon length \( N \) goes to infinity, at a geometric rate \( \nu \).

Now consider the following algorithm, where we describe the uncertainty using one of the models of section “Kullback-Liebler Divergence Uncertainty Models”.

**Robust Infinite Horizon Dynamic Programming Algorithm**

1. Set \( \epsilon > 0 \), initialize the value function \( \hat{v}_1 > 0 \) and set \( k = 1 \).

2. (a) For all states \( i \) and controls \( a \), compute, using the bisection algorithm given in (Nimil & El-Ghaoui 2004), a value \( \hat{\sigma}_i^a \) such that

\[
\hat{\sigma}_i^a - \delta \leq \sigma_{\bar{P}}(\hat{v}_k) \leq \hat{\sigma}_i^a,
\]

where \( \delta = (1 - \nu)\epsilon/2\nu \).

(b) For all states \( i \) and controls \( a \), compute \( \hat{v}_{k+1}(i) \) by,

\[
\hat{v}_{k+1}(i) = \min_{a \in A} (c(i, a) + \nu \hat{\sigma}_i^a).
\]

3. If

\[
\|\hat{v}_{k+1} - \hat{v}_k\| < \frac{(1 - \nu)\epsilon}{2\nu},
\]

go to 4. Otherwise, replace \( k \) by \( k + 1 \) and go to 2.

4. For each \( i \in X \), set an \( \pi^* = (a^*, a^*, \ldots) \), where

\[
a^*(i) = \arg \max_{a \in A} \{c(i, a) + \nu \hat{\sigma}_i^a\}, \quad i \in X.
\]

In (Nimil & El-Ghaoui 2003; 2004), we establish that the above algorithm finds an \( \epsilon \)-suboptimal robust policy in at most \( O(n^2 \log(1/\epsilon)^2) \) steps. Thus, the extra computational cost incurred by robustness in the infinite-horizon case is only \( O(1/\epsilon) \).

**Solving the inner problem**

Each step of the robust dynamic programming algorithm involves the solution of an optimization problem, referred to as the “inner problem”, of the form

\[
\sigma_{\bar{P}}(v) = \max_{p \in \bar{P}} v^T p,
\]

where the variable \( p \) corresponds to a particular row of a specific transition matrix, \( \bar{P} = \bar{P}^a \) is the set that describes the uncertainty on this row, and \( v \) contains the elements of the value function at some given stage. The complexity of the sets \( \bar{P}^a \) for each \( i \in X \) and \( a \in A \) is a key component in the complexity of the robust dynamic programming algorithm. Note that we can safely replace \( \bar{P} \) in (15) by its convex hull, so that convexity of the sets \( \bar{P}^a \) is not required; the algorithm only requires the knowledge of their convex hulls.

Beyond numerical tractability, an additional criteria for the choice of a specific uncertainty model is that the sets \( \bar{P}^a \) should represent accurate (non-conservative) descriptions of the statistical uncertainty on the transition matrices. Perhaps surprisingly, there are statistical models of uncertainty described via Kullback-Liebler divergence that are good on both counts; specific examples of such models are described in the following sections.

**Kullback-Liebler Divergence Uncertainty Models**

We now address the inner problem (15) for a specific action \( a \in A \) and state \( i \in X \). Denote by \( D(p||q) \) the Kullback-Liebler (KL) divergence (relative entropy) from the probability distribution \( q \in \Delta_n \) to the probability distribution \( p \in \Delta_n \):

\[
D(p||q) := \sum_j p(j) \log \frac{p(j)}{q(j)}.
\]

The above function provides a natural way to describe errors in (rows of) the transition matrices; examples of models based on this function are given below.

**Likelihood Models:** Our first uncertainty model is derived from a controlled experiment starting from state \( i = 1, 2, \ldots, n \) and the count of the number of transitions to different states. We denote by \( F^a \) the matrix of empirical frequencies of transition with control \( a \) in the experiment; denote by \( f^a_{i,j} \) its \( i \)th row. We have \( F^n \geq 0 \) and \( F^a 1 = 1 \), where \( 1 \) denotes the vector of ones. The “plug-in” estimate \( \hat{F}^a = F^a \) is the solution to the maximum likelihood problem

\[
\max_{p} \sum_{i,j} F^a(i,j) \log P(i,j) : P \geq 0, \quad P1 = 1.
\]

The optimal log-likelihood is \( \beta_{\max}^a = \sum_{i,j} F^a(i,j) \log F^a(i,j) \). A classical description of uncertainty in a maximum-likelihood setting is via the “likelihood region” (Lehmann & Casella 1998) \( \bar{P}^a = \{p \in R^{n \times n} : P \geq 0, \quad P1 = 1, \quad \sum_{i,j} F^a(i,j) \log P(i,j) \geq \beta^a\} \), where \( \beta^a < \beta_{\max}^a \) is a pre-specified number, which represents the uncertainty level. In practice, the designer specifies an uncertainty level \( \beta^a \) based on resampling methods, or on a large-sample Gaussian approximation, so as to ensure that the set above achieves a desired level of confidence.

With the above model, we note that the inner problem (15) only involves the set \( \bar{P}^a \) := \( \{p^a_{i} \in R^n : p^a_{i} \geq 0, \quad p^a_{i} 1 = 1, \quad \sum_{j} F^a(i,j) \log p^a_{i}(j) \geq \beta^a\} \), where \( \beta^a := \beta^a - \sum_{k \neq i} \sum_{j} F^a(k,j) \log F^a(k,j) \). The set
\( \mathcal{P}_i \) is the projection of the set described above on a specific axis of \( p_i \)-variables. Noting further that the likelihood function can be expressed in terms of KL divergence, the corresponding uncertainty model on the row \( p_i \) for given \( i \in \mathcal{X}, a \in \mathcal{A} \), is given by a set of the form \( \mathcal{P}_{ia} = \{ p \in \Delta_n : D(p||q_i^a) \leq \gamma_i^a \} \), where \( \gamma_i^a = \sum_j F^a(i,j) \log F^a(i,j) - \beta_i^a \) is a function of the uncertainty level, and \( f_i^a \) is the ith row of the matrix \( F^a \).

**Maximum A-Posteriori (MAP) Models:** A variation on Likelihood models involves Maximum A Posteriori (MAP) estimates. If there exist a prior information regarding the uncertainty on the \( i \)-th row of \( P^a \), which can be described via a Dirichlet distribution (Ferguson 1974) with parameter \( \alpha_i^a \), the resulting MAP estimation problem takes the form

\[
\max_p (f_i^a + \alpha_i^a - 1)^T \log p : p^T 1 = 1, p \geq 0.
\]

Thus, the MAP uncertainty model is equivalent to a Likelihood model, with the sample distribution \( f_i^a \) replaced by \( f_i^a + \alpha_i^a - 1 \), where \( \alpha_i^a \) is the prior corresponding to state \( i \) and action \( a \).

**Relative Entropy Models:** Likelihood or MAP models involve the KL divergence from the unknown distribution to a reference distribution. We can also choose to describe uncertainty by exchanging the order of the arguments of the KL divergence. This results in a so-called “relative entropy” model, where the uncertainty on the \( i \)-th row of the transition matrix \( P^a \) described by a set of the form \( \mathcal{P}_{ia} = \{ p \in \Delta_n : D(p||Q_i^a) \leq \gamma_i^a \} \), where \( \gamma_i^a > 0 \) is fixed, \( Q_i^a > 0 \) is a given “reference” distribution (for example, the Maximum Likelihood distribution).

**Inner problem with Likelihood Models**

The inner problem (15) with the Likelihood uncertainty model is the following,

\[
\sigma^* := \max_p p^T v : p \in \Delta^n, \sum_j f(j) \log p(j) \geq \beta, \tag{17}
\]

where we have dropped the subscript \( i \) and superscript \( a \) in the empirical frequencies vector \( f_i^a \) and in the lower bound \( \beta_i^a \). In this section \( \beta_{\text{max}} \) denotes the maximal value of the likelihood function appearing in the above set, which is \( \beta_{\text{max}} = \sum_j f(j) \log f(j) \). We assume that \( \beta < \beta_{\text{max}} \), which, together with \( f > 0 \), ensures that the set above has non-empty interior. Without loss of generality, we can assume that \( v \in \mathbb{R}_+^n \).

**The dual problem**

The Lagrangian \( \mathcal{L} : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) associated with the inner problem can be written as

\[
\mathcal{L}(v, \zeta, \mu, \lambda) = p^T v + \zeta^T p + \mu(1 - p^T 1) + \lambda(f^T T \log p - \beta),
\]

where \( \zeta, \mu, \) and \( \lambda \) are the Lagrange multipliers. The Lagrange dual function \( \mathcal{L}^* : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is the maximum value of the Lagrangian over \( p \), i.e., for \( \zeta \in \mathbb{R}^n, \mu \in \mathbb{R}, \) and \( \lambda \in \mathbb{R}, \)

\[
d(\zeta, \mu, \lambda) = \sup_p \mathcal{L}(v, \zeta, \mu, \lambda) = \sup_p (p^T v + \zeta^T p + \mu(1 - p^T 1) + \lambda(f^T \log p - \beta)).
\]

The optimal \( p^* = \arg \sup_p \mathcal{L}(v, \zeta, \mu, \lambda) \) is readily be obtained by solving \( \frac{\partial \mathcal{L}}{\partial p} = 0 \), which results in

\[
p^*(i) = \frac{\lambda f(i)}{\mu - v(i) - \zeta(i)}.
\]

Plugging the value of \( p^* \) in the equation for \( d(\nu, \mu, \lambda) \) yields, with some simplification, the following dual problem:

\[
\sigma := \min_{\lambda, \mu, \zeta} \mu - (1 + \beta) \lambda + \lambda \sum_j f(j) \log \frac{\lambda f(j)}{\mu - v(j) - \zeta(j)},
\]

such that \( \lambda \geq 0, \zeta \geq 0, \zeta + v \leq \mu I \).

Since the above problem is convex, and has a feasible set with non-empty interior, there is no duality gap, that is, \( \sigma^* = \sigma \). Moreover, by a monotonicity argument, we obtain that the optimal dual variable \( \zeta \) is zero, which reduces the number of variables to two:

\[
\sigma^* = \min_{\lambda, \mu} h(\lambda, \mu)
\]

where

\[
h(\lambda, \mu) := \begin{cases} 
\mu - (1 + \beta) \lambda + \lambda \sum_j f(j) \log \frac{\lambda f(j)}{\mu - v(j)} & \text{if } \lambda > 0, \mu > v_{\text{max}}, \\
+\infty & \text{otherwise.} 
\end{cases}
\]

(19)

(Note that, \( v_{\text{max}} := \max_j v(j) \).)

For further reference, we note that \( h \) is twice differentiable on its domain, and that its gradient is given by

\[
\nabla h(\lambda, \mu) = \begin{bmatrix} \lambda \sum_j f(j) \log \frac{\lambda f(j)}{\mu - v(j)} - \beta \\
1 - \lambda \sum_j f(j) \frac{f(j)}{\mu - v(j)} \end{bmatrix}.
\]

(20)

**A bisection algorithm**

From the expression of the gradient obtained above, we obtain that the optimal value of \( \lambda \) for a fixed \( \mu, \mu(\mu) \), is given analytically by

\[
\lambda(\mu) = \left( \sum_j \frac{\mu f(j)}{\mu - v(j)} \right)^{-1},
\]

(21)

which further reduces the problem to a one-dimensional problem:

\[
\sigma^* = \min_{\mu \geq v_{\text{max}}} \sigma(\mu),
\]

where \( v_{\text{max}} = \max_j v(j) \), and \( \sigma(\mu) = h(\lambda(\mu), \mu) \). By construction, the function \( \sigma(\mu) \) is convex in its (scalar) argument, since the function \( h \) defined in (19) is jointly convex.
2. While (and not of the minimizer), we may modify the stopping criterion to.

The second condition in the criterion implies that $|\sigma'((\mu_+ + \mu_-)/2)| \leq \delta$, which is an approximate condition for global optimality.

\begin{align*}
\text{Inner problem with Maximum A Posteriori Models} \\
\text{Inner problem with Entropy Models} \\
\text{Dual problem}
\end{align*}
where $\sigma$ is the convex function:

$$
\sigma(\lambda) = \lambda \log \left( \sum_j q(j) \exp \frac{v(j)}{\lambda} \right) + \beta \lambda.
$$

Perhaps not surprisingly, the above function is closely linked to the moment generating function of a random variable $\nu$ having the discrete distribution with mass $q_i$ at $v_i$.

**A bisecion algorithm**

As proved in (Nilim & El-Ghaoui 2004), the convex function $\sigma$ in (25) has the following properties:

$$
\forall \lambda \geq 0, \quad q^T v + \lambda \beta \leq \sigma(\lambda) \leq v_{\max} + \beta \lambda,
$$

and

$$
\sigma(\lambda) = v_{\max} + (\beta + \log Q(v))\lambda + o(\lambda),
$$

where

$$
Q(v) := \sum_{j : v(j) = v_{\max}} q(j) = \text{Prob}\{\nu = v_{\max}\}.
$$

Hence, $\sigma(0) = v_{\max}$ and $\sigma'(0) = \beta + \log Q(v)$. In addition, at infinity the expansion of $\sigma$ is

$$
\sigma(\lambda) = q^T v + \beta \lambda + o(1).
$$

The bisecion algorithm can be started with the lower bound $\lambda_- = 0$. An upper bound can be computed by finding a solution to the equations $\sigma(0) = q^T v + \beta \lambda$, which yields the initial upper bound $\lambda^0_+ = (v_{\max} - q^T v) / \beta$. By convexity, a minimizer exists in the interval $[0, \lambda^0_+]$.

Note that if $\sigma'(0) \geq 0$, then $\lambda = 0$ is optimal and the optimal value of $\sigma$ is $v_{\max}$. This means that if $\beta$ is too high, that is, if $\beta > -\log Q(v)$, enforcing robustness amounts to disregard any prior information on the probability distribution $p$. We have observed in (Nilim & El-Ghaoui 2004) a similar phenomenon brought about by too large values of $\beta$, which resulted in a set $\mathcal{P}$ equal to the probability simplex. Here, the limiting value $-\log Q(v)$ depends not only on $q$ but also on $v$, since we are dealing with the optimization problem (15) and not only with its feasible set $\mathcal{P}$.

**Computational complexity of the inner problem**

Equipped with one of the above uncertainty models, we have shown in the previous section that the inner problem can be converted by convex duality, to a problem of minimizing a single-variable, convex function. In turn, this one-dimensional convex optimization problem can be solved via a bisecion algorithm with a worst-case complexity of $O(n \log (v_{\max} / \delta))$ (see (Nilim & El-Ghaoui 2004) for details), where $\delta > 0$ specifies the accuracy at which the optimal value of the inner problem (15) is computed, and $v_{\max}$ is a global upper bound on the value function.

Remark: We can also use models where the uncertainty in the $i$-th row for the transition matrix $P^n$, is described by a finite set of vectors, $\mathcal{P} = \{p_{i,1}, \ldots, p_{i,K}\}$. In this case the complexity of the corresponding robust dynamic programming algorithm is increased by a relative factor of $K$ with respect to its classical counterpart, which makes the approach attractive when the number of “scenarios” $K$ is moderate.

**Concluding remarks**

We proposed a “robust dynamic programming” algorithm for solving finite-state and finite-action MDPs whose solutions are guaranteed to tolerate arbitrary changes of the transition probability matrices within given sets. We proposed models based on KL divergence, which is a natural way to describe estimation errors. The resulting robust dynamic programming algorithm has almost the same computational cost as the classical dynamic programming algorithm: the relative increase to compute an $\epsilon$-suboptimal policy is $O(\log(N/\epsilon))$ in the $N$-horizon case, and $O(\log(1/\epsilon))$ for the infinite-horizon case.
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