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Abstract

Students often need guidance in choosing adequate courses to complete their academic degrees. Course recommender systems have been suggested in the literature as a tool to help students make informed course selections. Although a variety of techniques have been proposed in these course recommender systems, combining data mining with user ratings in order to improve the recommendation has never been done before. This paper presents RARE, a course recommender system based on Association Rule Ef
cies (Adomavicius & Tuzhilin 2005). Instead of using user ratings, this approach learns behavioural rules or models from a history of stored data and makes recommendations based on the learned rules.

Introduction

Students pursuing higher education degrees are faced with two challenges: a myriad of courses from which to choose, and a lack of knowledge about which courses to follow and in what sequence. It is according to their friends and colleagues’ recommendations that the majority of them choose their courses and register. It would be useful to help students in finding courses of interest by the intermediary of a recommender system. The proposed system is based on the same principle that consists of taking advantage of the collaborative experience of the students who have finished their studies. Since the volume of data concerning registered students keeps increasing, applying data mining to interpret this data can reveal hidden relations between courses followed by students. Once interesting results are discovered, a course recommender system can use them to predict the most appropriate courses for current students. As the users rate the recommendations thus provided, system performances can be improved.

This paper presents RARE, a course recommender system, and focuses on the effectiveness of the incorporation of data mining in course recommendation. The remainder of this paper is structured as follows. We start by presenting a state of the art in course recommender systems, and then define the term data mining and depict the steps to be followed in its process. Afterwards, we illustrate the architecture of RARE and provide its implementation details, including an evaluation of the rules used in recommendation inference. We then give a recommendation scenario. Finally, we compare RARE to other course recommender systems before concluding the paper.

Recommender Systems

The most common recommender systems base their recommendations on user ratings for items (Adomavicius & Tuzhilin 2005). In order to estimate the usefulness of unrated items for a given user, several filtering techniques are used. In particular, we can use content-based filtering (Perugini, Gonçalves, & Fox 2004), collaborative filtering (Herlocker, Konstan, & Riedl 2000) and hybrid filtering (Burke 2002). Content-based filtering systems recommend items to the user based on his past preferences. In contrast, collaborative filtering systems base their recommendation for a given user on the past preferences of other users who share his tastes. In the first stage of the recommendation process, both the content-based filtering and the collaborative filtering systems suffer from the cold start problem (Adomavicius & Tuzhilin 2005; Rafaeli, Dan-Gur, & Barak 2005). For the former, accurate recommendations depend on a training period in order to detect user preferences. For the latter, successful recommendations depend on the availability of a critical mass of users. In order to leverage the benefits of both techniques, hybrid techniques, which combine content-based and collaborative filtering, have been suggested. Another approach to recommendation is data mining based recommendation (Adomavicius & Tuzhilin 2001; Schäfer 2005). Instead of using user ratings, this approach learns behavioural rules or models from a history of stored data and makes recommendations based on the learned rules.

To the best of our knowledge, only a few course recommender systems have been developed: SCR (Ekdahl, Lindström, & Svensson 2002), Course Recommender (Simbi 2003), AACORN (Sandvig & Burke 2006), and PEL-IRT.
Data preparation, cleaning, construction, integration and formatting of the data. The modelling phase consists of selecting a technique, such as classification and association rules discovery, or a suitable combination of techniques, in order to establish, examine and choose the models. The evaluation phase serves as a checkpoint to ascertain that the model properly achieves the objectives. The final phase is the deployment phase, in which the knowledge gained is organized and presented in a way that makes sense to the user.

The next section describes the RARE system and explains how it uses data mining.

**Architecture**

Figure 1 highlights the architecture of RARE. This architecture is composed of two phases: an off-line phase, which consists of a data mining process, and an on-line phase, which constitutes the interaction of RARE with its users.

![RARE Architecture](image)

**Data Mining**

Data mining is a process that uses a variety of data analysis tools to discover patterns and relationships in the data, which can in turn be used to make predictions (Edelstein 2003). The CRoss Industry Standard Process for Data Mining (CRISP-DM) (Shearer 2000) breaks down the life cycle of a data mining project into six steps: business understanding (objective determination), data understanding, data preparation, modeling, evaluation, and deployment. The business understanding (objective determination) consists of defining the objectives of the application, converting this knowledge into a data mining task (Berry & Linoff 2004), and developing a preliminary plan to achieve the goals. The data understanding phase consists of the collection, description and exploration of data, and of data quality verification. The data preparation phase involves the selection, cleaning, construction, integration and formatting of the data.
as: the courses they followed, the courses that were recommended to them and their fidelity. Fidelity represents the number of times the user has returned to the system and provided evaluations. The fidelity of a new student is set to 1 and increases each time he reuses RARE and evaluates courses. The Recommended course evaluation base is used to keep the various values needed in the calculation of recommended course weights. The Temporary course evaluation base contains the various values needed in the calculation of temporary course weights. A temporary course is not a course recommended by the system, but it is a course followed frequently by students. The system asks for its evaluation. If it is well evaluated, it will be integrated into the set of the rules that are used. RARE uses predefined parameters, kept in the Parameter base, in order to integrate temporary courses or to remove recommended courses from the rules. The Course base stores course information and weights. The User recommendation base is used to store the courses recommended by users.

Implementation

This section gives more detail about the implementation of the off-line and the on-line phases of RARE.

Off-line Phase

To help us undertake this stage, the department of Computer Science at the Université de Montréal provided us with a set of anonymous real data. This data describes the graduate courses followed by 230 former students registered in the Master of Computer Science program between 1990 and 1999. Figure 2 shows a sample of the data. For each case (i.e. each student), the sex, the supervisor name, the courses followed, the years and the sessions of studies were given. For example, student 1 is male, with supervisor Gilles Brassard. Each course he followed is preceded by a combination of Year Session, such as 1996,2, where (1996) stands for the year, and (2) for the winter session. Examples of courses he followed are: IFT2111 and IFT6180. They represent courses titled Algorithmics (introduction), and Cryptology: theory and applications, respectively.

![Figure 2: The collected data](image)

Next, we provide detail of the steps of our data mining process according to the CRISP-DM standard (see data mining section).

Objective Determination (Step 1) There exist several ways to formulate the objectives of an application into a data mining task, such as classification, association rules discovery, clustering, etc. The classification and association rules are the frequently requested models in a data mining process. They constitute comprehensible and easily exploitable models by users (Larose 2005). Therefore, we first tried to classify data, and then to discover association rules.

Classification makes it possible to build a decision tree (or classification rules) that classifies each student. Since the information on the gathered data is centralized around the followed courses, we can build student profiles that represent the different paths of the chosen courses. Each path starts from the root, goes through nodes representing courses and leads to a leaf labelled with a research laboratory. The recommendation is performed by following the paths in the tree according to the courses followed by a student. If only one course has been followed, we look for the paths which start with this followed course. The remaining courses of these paths as well as the laboratories are recommended. If two courses have been followed by a student, we look for the paths which begin with these two courses. Then, we recommend the third and the fourth course as well as the laboratories. The same technique is used when three courses or more have been followed. If we have for example a path represented by the following classification rule:

**IF** course_one = IFT6243 (Advanced database concepts) AND course_two = IFT6261 (Knowledge management) AND course_tree = IFT6310 (Advanced software engineering) **THEN** heron_laboratory; then, the course recommendation for a student who has followed the course IFT6243 would be: IFT6261 and IFT6310. The laboratory recommendation would be heron_laboratory.

Discovering association rules enables us to know which courses are often followed simultaneously. In other words, the ultimate objective is to assess all the implications that can exist between the courses that are followed. The following depicts an example of an association rule:

**IFT6243 and IFT6261 and IFT6310 ⇒ IFT6251**

When using association rules, we infer recommendation by checking the similarity between the courses followed by students and the antecedents of the rules. The rules’ consequences produce the courses which will be recommended.

According to the results obtained from the classification and the association rule discovery, the technique best adapted to our needs is selected and the rules thus obtained are used in course recommendation. We are aware than the rules extracted may not be the optimal ones, but they constitute a starting point as well as a way to circumvent the cold start problem. Moreover, these rules will be improved as more and more users interact with the system and evaluate recommendations.

Data Understanding and Preparation (Steps 2, 3) The first step of data cleaning results in the elimination of some data, such as the student’s sex and the courses that are not given at the Université de Montréal. Courses that are not offered any more or those whose codes have been changed are substituted, if possible, by equivalent courses or equiv-
The follow course belonging to the graduate course set: which the first four are: Accordingly, the data is structured into five attributes, of which the first four are: first course, second course, third course, and fourth course. Each one can take the name of the followed course belonging to the graduate course set: {IFT6310, IFT6320,..., IFT6690}. The fifth attribute represents the research laboratory. The data is stored in the ARFF format (Attribute-Relation File Format) (Witten & Frank 2005) in the Course.ARFF file. The ARFF format was adopted to present the data according to the needs of the applied algorithms in the modelling stage. Figure 3 illustrates the ARFF format file.

![Figure 3: The ARFF format file](image)

### Modelling (Step 4)

We used the WEKA (Waikato Environment for Knowledge Analysis) software (Witten & Frank 2005). WEKA is an open source package for machine learning and data mining developed at the University of Waikato in New Zealand. For data classification, the last attribute laboratory constitutes the class. We applied the C4.5 algorithm (Quinlan 1993) (J48 in WEKA) in order to build a decision tree that assigns a classification to each case. The tree we obtained had at most two levels and therefore was not deep enough. Generally, when traversing the cases down the tree by starting from the root node, only one test was performed on the overall attributes. It consisted in checking the value of the first course, giving immediately as a result the class value, i.e. the laboratory. By noting that the number of courses to be followed during the masters program is four, it is possible to give the following explanation to these results. When looking at the data from a global level, several different classifications are possible due to the important number of courses that can be chosen at the beginning. As a result, many paths exist that leave from the root node. In the best cases, the students have two courses in common (and very rarely three). Therefore, after having processed two courses, C4.5 does not find any meaningful information on the third or fourth course. As a consequence, the path reaches a leaf only after one or two courses. This leads directly to the research laboratory. By applying this type of approach, it is therefore not possible to predict the value of the third and fourth courses. It follows that using this classification tree will provide poor recommendation.

Afterwards, the first four attributes were kept in the file Course.ARF. We proceeded to the association rule discovery by applying the Apriori algorithm (Agrawal & Srikant 1994). This algorithm has two parameters, the support and the confidence, which influence the discovered rules. They represent two measures of rule interestingness. They reflect the usefulness and certainty of discovered rules, respectively (Han & Kamber 2001). The rules are extracted from a database composed of records, each record representing a collection of items. For association rules of the form $A \Rightarrow B$ where $A$ and $B$ are sets of items, support and confidence formulas are respectively defined as:

$$\text{Supp}(A \Rightarrow B) = \frac{\# \text{records containing both } A \text{ and } B}{\text{total } \# \text{of records}}$$

$$\text{Conf}(A \Rightarrow B) = \frac{\# \text{records containing both } A \text{ and } B}{\# \text{records containing } A}$$

Association rules that satisfy both a specified minimum confidence threshold and a specified minimum support threshold are referred to as strong association rules and are considered interesting (Han & Kamber 2001).

**Apriori** tries to discover the frequent itemsets. These itemsets should be the largest possible, meaning that ideally they must contain many courses that are common within the student population. However, since students do not always follow the same courses, this algorithm was not able to discover any itemsets of meaningful size. For any given support and confidence, **Apriori** generated at most four association rules from the overall cases. To resolve this problem, the data were segmented into homogeneous segments, each one representing research laboratory students. The aim was to maximize the similarity between the courses followed by the students of the same laboratory. By fixing each time the minimum support and confidence, **Apriori** generated different numbers of association rules per laboratory. Giving a minimum support=15% and a minimum confidence=60%, **Apriori** generated from the HERON laboratory data, for example, the rules illustrated in figure 4. As an example, the second rule means: the students who took the two courses C4.5 and Advanced concepts of database also followed the course Knowledge management.

The 253 rules generated from various laboratory data were gathered in order to be used during the recommendation process. Contrary to undergraduate courses, the majority of the graduate ones do not have any prerequisites. Moreover, it is possible for a student to start his Masters either during the autumn or the winter session and the courses offered differ for each session. Consequently, we have just considered the values of the courses in the antecedents and the consequences of the rules and not the order of the courses.
Figure 4: Example of association rules generated by Apriori

Experimental Evaluation (Step 5) The recommendation inference is done by checking the equivalence between the courses followed by students and the antecedents of the rules. The rules’ consequents determine the courses to be recommended. In order to evaluate the rule efficiency in recommendation, we collected test data representing the courses followed by 40 students chosen arbitrarily. These students were registered in the Masters of Computer Science program at the Université de Montréal after the year 2000, and have finished their courses. For each student $S_i$, we call $F_i$, the set of courses followed by this student. The main questions are: can RARE recommend courses to that student knowing the first course, or the two first courses of $F_i$? And, also, are these course recommendations relevant (i.e. are they contained in the remaining courses of $F_i$)? In other words, we measure the recommendation Coverage and Accuracy. If we denote by $R(S_i)$ the set of the courses recommended to a student $S_i$, and we denote by $T(S_i)$ the remaining courses followed in $F_i$, we define coverage and accuracy as follows: coverage measures the ability of the system to produce all courses that are likely to be followed by the student (i.e., the proportion of relevant recommendations to all the courses that should be recommended). Its formula is defined as:

$$Coverage = \frac{|R(s_i) \cap T(s_i)|}{|T(s_i)|}$$

Accuracy measures the system’s ability to provide correct recommendations (i.e., the proportion of relevant recommendations to the total number of recommendations). Its formula is defined as:

$$Accuracy = \frac{|R(s_i) \cap T(s_i)|}{|R(s_i)|}$$

If RARE is given only the first course taken by the students, our results show that varying the value of the support has an impact on recommendation coverage and accuracy. As figure 5 depicts, a low support gives the best coverage in contrast to the accuracy, which is better when the support value is high. Confidence, however, is set higher than 50%. If there are very few rules to apply, we consider rules with confidence decreased to 50%. In other words, the coverage decreases when we try to increase the accuracy. The reason is that when decreasing the support, more association rules are discovered. The system then proposes more recommendations, which explains the decrease in their accuracy.

Figure 5: Recommendation Accuracy and Coverage (When RARE is given only one course followed by students)

If RARE is given two courses followed by the students, the results are illustrated in figure 6. The coverage values vary in a way similar to that of figure 5. Accuracy, on the other hand, starts decreasing when the support value increases above 15%. Since the population of graduate students is small and diverse, the students have only two courses in common in the best case. They have rarely three courses in common. Consequently, rules of the form $A \text{ and } B \Rightarrow C$ are much less significant and rare. For instance, $A$ and $B$ generally refer to courses that are common within a speciality (or a research laboratory) and are very informative, while $C$ is a course related, for example, to the application domain of the student and therefore carries less information. Beyond a support value of 15%, few association rules that contain two courses in their antecedents exist. At minimum support=25%, no association rules exist at all, and coverage and accuracy are null.

To achieve maximum performance with RARE, we need a compromise between recommendation coverage and accuracy. The higher the coverage and accuracy, the better RARE is at predicting courses. From figures 5 and 6, we can see that a support threshold between 10% and 15% gives results that achieve our objective. Thus, to recommend courses, the generated rules in this interval are kept in the rule base. If our approach is applied to another domain, the setting of support and confidence thresholds depends upon the application and the data we deal with. Typically, as a starting point for an application like recommender systems, the ini-
tial support can be set to 10%. Confidence, however, should be set higher than 50%. To tune these settings, we need to see how many strong rules we get. In situations where there is no rule to apply, we need to decrease confidence, but we do not go below 50% (Zaiane 2004).

Figure 6: Recommendation Accuracy and Coverage (When RARE is given two courses followed by students)

The next section, which constitutes the deployment step, discusses how rules are used and improved in order to transform them into useful knowledge by RARE.

On-line Phase
To maximize benefit of the discovered rules, RARE uses them in different ways. So, whether a student S has already followed some courses or not, RARE will be able to predict suitable recommendations to him. In order to reinforce the rules, RARE improves them. The rule improvement method consists of adding and suppressing courses from rules. RARE computes the course weights using course evaluation and user fidelity. After a required number of evaluations of a course, its weight is compared to the course acceptance threshold to decide if the course will be kept in the rules or removed. We chose the values of the used parameters by following the advice of experienced professors. These parameters are:

- **Required number of evaluations:** Req_num_eval = 10
- **Course acceptance threshold:** Acc_thrd = 4
- **Course evaluation:** Eval: 1..10
- **User fidelity:** fid ≥ 1

They are kept in the parameter base and can only be modified by the system administrator. Therefore, these parameters can be adapted to fit future application requirements.

The two following subsections explain how RARE performs the recommendation and the rule improvement.

Recommendation When using RARE for the first time, a student S has to provide initial information so that RARE can determine whether or not S has followed courses. If S has, RARE will look at the similarity of those courses with the antecedents of the rules. The rule consequents determine the additional courses that S did not follow yet, and that RARE has to recommend. Indeed, several cases arise:

**Case 1:** the system finds some rules whose antecedents match exactly the courses followed by the student. Thus, the system recommends to S all the courses that appear in the consequents of those rules.

**Case 2:** the courses followed by S do not appear together in the antecedents of any rule. In this case, RARE seeks for the rules whose antecedents contain at least one of the courses followed by S. It recommends thereafter all the courses appearing in the consequents of those rules.

**Case 3:** the courses followed by S do not appear in any rule antecedents. Then, RARE invites S to select his preferred research laboratory. RARE uses the rules generated from the preferred laboratory’s data and recommends to S all the courses that appear in the consequents of those rules. On the other hand, if S has not yet followed any courses at all, RARE allows him to select his preferred laboratory as in case 3. RARE also gives S the possibility to recommend to other users the courses that he has enjoyed before. These courses are sorted by popularity, and can be consulted by all the users at any time. At the end of the session, RARE keeps track of the courses followed by S and the courses recommended to him in the user base. It also updates some values in the recommended course evaluation base.

Algorithm 1 summarizes the recommendation process. For demonstration purpose, a recommendation scenario is given later.

RARE asks a student S for initial information;

if S has followed some courses then

- RARE looks at the equivalence between the courses followed by S and the rules’ antecedents;
- RARE recommends the courses contained in the rules’ consequents;
- for all the recommended courses do
  - if the course is not present in the recommended course evaluation base then
    - RARE adds this course to this base and associates it with the rules used in its recommendation;
  - RARE initializes the course weight to 0;
- end
- end
else

- RARE invites S to select his preferred research laboratory;
- RARE recommends to S all the courses that appear in the consequents of the laboratory rules;
- end

RARE allows S to recommend to the other users the courses that he has enjoyed before;

RARE allows S to consult the courses recommended by the other users, sorted by popularity;

RARE keeps the profile of S in the user base;

Algorithm 1: Recommendation
Rule Improvement The system follows up the recommendations it provides and asks the faithful students (see architecture section) to evaluate the courses recommended to them. Evaluations are used to calculate course weights. After the required number of evaluations (Req.num_eval), the calculated weight of a course is compared to the course acceptance threshold (Acc.fthrd). If the weight is less than the threshold, RARE removes this course from the rules used in its recommendation and from the recommended course evaluation base. If not, the course is kept. Equations 1 and 2 serve in evaluating the course weight.

\[
\text{Eval}_\text{Sum} = \sum_{\text{user}} (\text{user's evaluation} \times \text{user's fidelity})
\]

\[
\text{Weight} = \frac{\text{Eval}_\text{Sum}}{\sum_{\text{user}} (\text{user's fidelity})}
\]

Every time a student follows a course that was not recommended to him, RARE keeps this course as a temporary course (see architecture section) in the temporary course evaluation base. RARE associates this course with all the rules used in the recommendations provided to that user. RARE also calculates a weight for all the temporary courses. After the required number of evaluations, the calculated weight of a temporary course is compared to the course acceptance threshold. This makes it possible to add this course in the rules associated with it, provided its weight reaches the threshold. This course is then removed from the temporary course evaluation base. For the weight calculation of a temporary course, equations 1 and 2 are employed.

RARE updates the rules according to the algorithm 2. For a demonstration, see the recommendation scenario given in the next section.

Recommendation Scenario

Let us take the example of Lina, a student from the department of Computer Science at the Université de Montréal. Lina must register before using RARE for the first time. Figure 7 illustrates the registration and login screen. RARE asks her for initial information, and knows from her history that Lina has followed the course IFT6042. Figure 8 shows the courses recommended to her.

When Lina uses RARE for a second time, she is invited to check the courses that she followed recently, and give their evaluations via the interface depicted in figure 9. Lina followed the courses IFT6370 and IFT6150; she evaluates them respectively as 7/10 and 8/10.

The course IFT6150 was recommended to Lina by the use of two rules, which are:

- Rule 17: IFT6042 ⇒ IFT6150 and IFT6112
- Rule 43: IFT6042 ⇒ IFT6150 and IFT6310

Using equations 1 and 2, RARE updates the weight of this course in the recommended course evaluation base as illustrated in table 1. This course is associated with the rules 17 and 43 used in its recommendation. Since the number of evaluations of this course is less than 10, no weight verification is performed by RARE.

The course IFT6370, however, was not recommended to Lina. By use of equations 1 and 2, RARE updates this course weight in the temporary course evaluation base. In this base, the course IFT6370 is associated with the two rules 17 and 43 used in the recommendation. As table 2 depicts, the calculated weight is higher than the acceptance threshold (Acc.fthrd = 4) and the number of evaluations is equal to 10 (Req.num_eval = 10). Therefore RARE adds this course to the two rules 17 and 43. The improved two rules are:

- IFT6042 ⇒ IFT6150 and IFT6112 and IFT6370
- IFT6042 ⇒ IFT6150 and IFT6310 and IFT6370

Algorithm 2: Rule improvement
Comparison With Other Systems

Whereas the two systems Course Recommender and SCR (mentioned in section on recommender systems) require a training period before they can enhance their predictions, RARE benefits from the basic knowledge that constitutes the extracted rules. Therefore, RARE displays a better performance under the cold start problem compared to the two former systems. Furthermore, RARE can provide recommendations to students without a course history, contrary to Course Recommender, SCR and AACORN. Another important issue is scalability. When the amount of data is significant, SCR, Course Recommender, AACORN and PEL-IRT are more resource demanding than RARE. For example, during a real-time recommendation, Course Recommender has to compute the similarity between the current student and all the other students, or between the rated courses and all the other courses. In the case of RARE, all the mining process is performed off-line. Although the number of rules that are generated grows exponentially with the number of items (Schafer 2005), it is possible to produce a compact set of highly significant rules by appropriately tuning the support and the confidence. Therefore, deriving the rules during the off-line phase can be time-consuming but scanning them during recommendation time is done quickly. Whereas SCR, AACORN, and PEL-IRT take into account some criteria such as course availability, the undesired courses, and the categories of courses, RARE has some limitations when providing its recommendations. For instance, it does not yet consider student backgrounds and course availability.

Conclusion

This paper presented RARE, a course recommender system based on association rules. RARE was used on real data coming from the department of Computer Science at the Université de Montréal. It analyses the past behaviour of students concerning their course choices. More explicitly, it formalizes association rules that were implicit before. These rules enable the system to predict recommendations for new students. A solution to the cold start problem, which is a central question in recommender systems, is proposed.

Table 1: Recommended course weight updating

<table>
<thead>
<tr>
<th>Rule number</th>
<th>Rule 17</th>
<th>Rule 43</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommended course</td>
<td>IFT6150</td>
<td>IFT6150</td>
</tr>
<tr>
<td>Number of course evaluations</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Evaluation sum</td>
<td>169</td>
<td>169</td>
</tr>
<tr>
<td>Sum(user's fidelity)</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>Weight</td>
<td>$\frac{169}{23} \approx 7.34$</td>
<td>$\frac{169}{23} \approx 7.34$</td>
</tr>
</tbody>
</table>

Table 2: Temporary course weight updating

<table>
<thead>
<tr>
<th>Rule number</th>
<th>Rule 17</th>
<th>Rule 43</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporary course</td>
<td>IFT6370</td>
<td>IFT6370</td>
</tr>
<tr>
<td>Number of course evaluations</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Evaluation sum</td>
<td>219</td>
<td>219</td>
</tr>
<tr>
<td>Sum(user's fidelity)</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>Weight</td>
<td>$\frac{219}{29} \approx 7.55$</td>
<td>$\frac{219}{29} \approx 7.55$</td>
</tr>
</tbody>
</table>
Moreover, data mining helps us overcome the problem of scalability because the more the volume of data increases the better is the quality of extracted knowledge. Since the student course appreciation changes over time, RARE asks for the evaluation of its recommendations and thus improves the quality of the rules. Therefore, the extracted rules are no longer based only on the two criteria of support and of confidence, which respectively represent the utility and the certainty of the rules. Instead, RARE further consolidates the rules by the integration of certain additional criteria, which are the course evaluation, the student fidelity, and the course weight, as demonstrated in the recommendation scenario. The rule improvement also allows the integration of new courses into the rules, as well as their recommendation if they are well received by students. If all the courses in the consequent of a rule have been removed, the rule will also be deleted from the rule base. Since RARE does not yet consider the student backgrounds and the course availability, we plan to enhance its performance by taking into account these factors. Future work will also include the use of information extraction techniques to enable RARE to deduce course similarity from course descriptions. Accordingly, the courses belonging to the same category will be recommended and the system will display a higher recommendation coverage and accuracy. Currently, we are performing an experimental evaluation of the system. The evaluation consists of tree parts. The first one consists of collecting more data, and then training the system on a subset of the data and testing it on the remaining subset. The second part corresponds to asking the opinions of laboratory directors and professors regarding the quality of the extracted rules. Finally, the third requires having students experimenting the system and collecting their feedback. We also plan to conduct an experimental comparison between RARE and the other course recommender systems. We believe that the RARE approach could be re-used easily for other programs of study, provided that a large amount of former student data is available. We can apply the approach as such for programs that offer several specialities or research laboratories. For programs in which no specialities exist, the segmentation of the data is not necessary. In this case, the algorithm can be applied on the whole dataset and we can use the extracted rules in the same manner.
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