Estimating Player Satisfaction Through the Author’s Eyes

David L. Roberts and Christina R. Strong and Charles L. Isbell
College of Computing
Georgia Institute of Technology
Atlanta, GA 30032
{robertsd,cstrong,isbell}@cc.gatech.edu

Abstract
We explore an approach for inferring player preference functions for interactive entertainment. The goal is to be adaptive and scalable by extracting the function through observation, and using a vocabulary that can be understood by game authors rather than depend upon the quirks of individual players. We demonstrate our approach for a number of simulated players in two simulated game environments and present results from an initial feasibility study.

Introduction
There is a growing body of literature on using drama managers to guide players through game environments in a narratively consistent way. Drama management has largely focused on the intent of the author rather than the goals of players. In this paper, we consider evaluating satisfaction by estimating a function of the player’s preferences through observed behavior. We do not characterize a player’s behavior exactly, just estimate preferences based on that behavior. There are many types of game players (Bartle 1996); however, recognizing player types and characterizing each type’s preferences are orthogonal problems.

Defining the form of the preference function is not straightforward. Players are not typically familiar with formal game analysis and are more likely to describe their experiences in terms of the goals they were able to achieve or the emotional connections they felt with the characters. Different players will also choose different ways to describe their satisfaction. By contrast, game authors are familiar with analysis and game rhetoric. Thus, we turn to the vocabulary of the author as a unifying language.

We make two basic assumptions: (1) players have specific—albeit tacit—preferences that guide their interaction with the game environment, and (2) player satisfaction corresponds to the realization of those preferences. For the purposes of our analysis, we further assume that it is possible to observe the player interacting with a game repeatedly.

Our basic goal is to understand how to model player satisfaction using an author’s vocabulary and observations of a player’s behavior. If this work is successful, we plan to integrate adaptive preference models into existing drama management techniques. The result will be a drama manager that guides players according to the author’s intent but can tailor those experiences to the player’s specific preferences.

In the next section, we provide a brief overview of Declarative Optimization-Based Drama Management. We then present details of our approach, including player types we consider and an algorithm for estimating player evaluation functions using an author-centric vocabulary. We present the results of an empirical evaluation of our system on a simulated story environment. Finally, we situate this work in the literature and describe the challenges that remain.

Background
Declarative Optimization-based Drama Management (DODM) is a formalism for drama management based on: a set of important plot events with precedence constraints; a set of drama manager actions that influence the game environment and/or the player; a stochastic model of player behavior and a specification of authorial intent in the form of an evaluation function (Nelson & Mateas 2005a; Nelson et al. 2006a; 2006b).

An evaluation function encodes the author’s story aesthetic. The author simply specifies the criteria used to evaluate a given story, annotates plot points with any necessary information (such as their location or the subplot they advance), and the drama manager tries to guide the story towards one that scores well according to that function. In the process of doing so, it makes complex tradeoffs—difficult for an author to manually specify in advance—among possibly conflicting authorial goals (as specified by components of the evaluation function), taking into account the player’s actions and incorporating them into the developing story.

Generally speaking, there is a common vocabulary for defining authorial goals using a small set of story features that can be used to describe most narrative experiences from the author’s perspective. To make weighting various authorial goals straightforward, all features range from 0.0 to 1.0, so an author can specify an overall evaluation function as a weighted combination of the features. Seven features have been studied in earlier work (Nelson et al. 2006a).

Location flow is a measure of spatial locality of action: The more pairs of plot points that occur in the same location, the higher the score. This feature is based on a judgment that wandering constantly around the world is undesirable.
Thought flow measures continuity of the player’s (assumed) thoughts, as specified by an optional thought annotation on plot points. This feature prefers very short snippets of coherent “sub-plots” for example, get_safe_combo and discover_safe are both annotated with the thought safe, so the thought-flow feature would prefer plots in which the player finds the safe and then looks for the combination (or vice versa), rather than finding the safe, getting distracted by something else, and then finding the combination later.

Motivation measures whether plot points happened apropos of nothing, or happened after other motivating plot points. For example, first finding the observatory and noticing that the telescope is missing a lens would make opening the puzzle box and finding a lens well motivated, while opening the puzzle box without having found the observatory would make the discovery of the lens unmotivated.

Plot mixing measures how much the initial part of the story includes plot points from multiple subplots. One might want the player to explore the world in the beginning, rather than finding one of the plot sequences and going straight to one of the endings.

Plot homing is a counterpart to plot mixing. It measures to what extent the latter part of the story includes plot points from the same subplot. While we may not want the player to move directly to one subplot and finish the game right away, we probably do want her to eventually follow a coherent story, rather than continually oscillating between subplots and then stumbling upon one of the endings.

Choices is a measure of how much freedom the player has to affect what the next plot point will be. The goal is to allow the player to make as many choices as possible, rather than achieving a highly-rated story simply by forcing the player into one. Without this feature, a drama manager might linearize the story, making the best story as judged by the other features the only possible story, defeating the purpose of an interactive experience. This feature can be seen as a way of trading off just how much guidance the drama manager should give the player.

Manipulativity is a measure of how obvious the drama manager’s changes in the world are. The author specifies a manipulativity score for each DM action, encoding a judgment of how likely that action is to be noticed by the player. A hint to go through a door (e.g., by having the player hear someone talking in the next room) might be judged less manipulative than forcing the player into one. Without this feature, a drama manager would give the player.

Algorithm 1

To run our experiments, we first choose a player type and use it to construct a player model (details of this process are presented in the next section). Once the player model is fixed, it is used to sample a set of stories without a drama manager. Because the player is allowed to act on her own without any influence from a drama manager, we assume that this set of sampled stories is a representation of how the player wishes to behave in the game. These stories are then converted to a feature representation and the frequency of each instantiation of a feature vector is used as the measure of its desirability. In other words, we assume that the more often a certain combination of features occurs, the more desirable it is to the player. Thus, we use the feature vector instantiations and frequencies as input for a regression problem. Then, a DM policy is learned for the specific player model and we sample another set of stories using the DM to determine how well the player would be satisfied under the DM that optimally represents the author’s intent.

1We solve for this stochastic policy using Targeted Trajectory Distribution MDPs (TTD-MDPs). A complete discussion of TTD-MDPs is well beyond the scope of this paper. The interested reader is referred to (Roberts et al. 2006; Bhat et al. 2007).
Player Models and Evaluation Functions

In this work, we consider three basic player types: (1) the fully cooperative player who has the same evaluation function as the author; (2) the partially cooperative player who shares the same set of features with the author, but has her own set of weights; and (3) the independent player who has her own set of features and weights.

The independent player has many subtypes: an explorer who likes to visit as much of the story world as possible; a non-explorer who does not; a habitual player who tends to prefer the same subset of plot points strongly; a social player who prefers plot points centered around other characters; a non-social player who does not; and a player who likes to accumulate objects and prefers plot points based on objects.

Each independent player type defines a set of weights over story-specific features. Some of these story-specific features are similar to those of the author. For example, the author’s Choices feature can be adapted to the player that enjoys exploring the game world. We have selected a set of features for this evaluation that we feel are useful in describing the behavior of some intuitive player types. It is not intended to be an exhaustive set of features. Yannakakis and Hallman have worked on measuring player satisfaction by observing and extracting features of their behavior external to the game (like heart rate) (Yannakakis & Hallam 2007).

In contrast to that work, we use features that are internal to the game. Here, we define the player specific features that do not correlate well with the author’s features.

Location is a measure of the number of unique locations a player has visited. This allows explorers to discover as many new places as possible.

Social Interaction measures the amount of interaction a player has with non-player characters. Habits indicate that a player prefers a specific set of plot points. This is annotated in the plot points themselves.

Object Discovery measures the number of objects a player has discovered. Objects include ones the player can pick up and those permanently fixed in a specific location.

Note that these features are not mutually exclusive even for our basic players. For example, the social player may still apply weight to Object Discovery because having certain object may provoke discussion with a character. As mentioned above, this set of features is not intended to be exhaustive; however, it is intended as a starting point by which we can judge the feasibility of this approach.

In order to turn the player evaluation function into a player model, $P(t' \mid a, t)$, we assume the player acts in a greedy way. At every decision point, the player evaluates the partial story that consists of the plot points encountered thus far and one of the possible next plot points to obtain a score. Scores are then converted to a distribution and the player chooses the subsequent plot point according to that distribution.

Estimation

As noted above, we are interested in estimating the weights of a linear evaluation function using a set of stories. Unfortunately there are a super-exponential number of possible stories. Even with thousands of samples, we are unlikely to see each story more than once or twice.

Recall that the author defines a set of features for describing stories. Therefore, we can consider a story $t$ to be represented by a vector $\vec{v}(t) = [f^1_p(t), f^2_p(t), \ldots, f^p_p(t)]$. To overcome the sparsity problem, we opt to consider stories as a vector of features rather than as trajectories of plot points. Thus, multiple stories are represented by the same feature vector, giving us more apparent samples.

In practice, this is not a complete solution. We found that there were still a relatively large number of feature vectors that appeared only a few times. Thus, we further abstracted a story into a “binned” feature vector. Specifically, if we want $b$ bins and the evaluation of a particular feature is $f^p_p(t)$, then the binned value is $\frac{r(v_i)}{\sum_{j} r(v_j)}$. For the experiments presented below, we use 10 bins. The system of equations is:

$$\begin{bmatrix} r(v_1) \\ r(v_2) \\ \vdots \\ r(v_n) \end{bmatrix} = \begin{bmatrix} f^1_p(t_1) & f^1_p(t_2) & \ldots & f^1_p(t_p) \\ f^2_p(t_1) & f^2_p(t_2) & \ldots & f^2_p(t_p) \\ \vdots & \vdots & \ddots & \vdots \\ f^n_p(t_1) & f^n_p(t_2) & \ldots & f^n_p(t_p) \end{bmatrix} \begin{bmatrix} w^p_1 \\ w^p_2 \\ \vdots \\ w^p_n \end{bmatrix}$$

where $r(v_i)$ is the number of occurrences of feature vector $\vec{v}_i$, $F^p(t_j)$ is the feature evaluation of a story $t_j$ that produces feature vector $v_i$, and $w^p_i$ is the weight of feature $i$.

Characterizing Success

In existing work using this drama management formalism, one presents results as histograms over story quality (Weyhrauch 1997; Lamstein & Mateas 2004; Nelson & Mateas 2005b; 2005a; Nelson et al. 2006a; 2006b). A set of stories are evaluated according to the author’s evaluation function and the results are plotted with the evaluation result as the independent variable and the frequency of evaluation as the dependent variable. Comparing the histogram of nondrama managed stories to the histogram of drama managed stories should result in a shift up and to the right.

Here, we would like similar results; however, we are not necessarily looking for the same positive shift. Instead, we seek to show that the change in the shape of the histogram for the estimated evaluation function mirrors that of the change in shape of the player’s actual evaluation, regardless of the direction of that change.

Results

We conducted a number of experiments on two different story worlds. First, we considered the simulated story Alphabet City originally studied by Roberts et al. (2006). Second, we examined an abstraction of a subset of the text-based interactive fiction Anchorhead. For each of the experiments, we used 5,000 stories for evaluation. Additionally, the results we present are an average over 10 trials.

First we consider experiments conducted on Alphabet City where the player shares the same set of features as the author. In Figure 1, we plot the quality distribution for our basic players. For example, the social player may enjoy exploring the game world. We have selected a set of features for this evaluation that we feel are useful in describing the behavior of some intuitive player types. It is not necessarily looking for the same positive shift. Instead, we seek to show that the change in the shape of the histogram for the estimated evaluation function mirrors that of the change in shape of the player’s actual evaluation, regardless of the direction of that change.

As noted above, we are interested in estimating the weights of a linear evaluation function using a set of stories. Unfortunately there are a super-exponential number of possible stories. Even with thousands of samples, we are unlikely to see each story more than once or twice.
In this case, there is a clear difference in the estimated curves: the curve with drama management is noticeably lower than the curve without drama management in the high end of the evaluation range and vice versa in the low end. Unfortunately, this points out that even when the player shares the evaluation function of the author, the estimate is not particularly accurate; however, the magnitude of the difference between the curves is significant. As we shall see below, this is a recurring aspect of this model.

In Figure 2, we present results for a player with the same set of features as the author, but a different set of weights. In this case, the distribution according to the player’s actual evaluation bears little resemblance to the author’s; additionally, notice that, although less pronounced than in Figure 1, a similar “positive” shift is observable in the distribution of author evaluations with and without the drama manager. On the other hand, the change between the player’s distribution of evaluations with and without drama management is almost imperceptible. In this experiment, we found that the difference between the distribution over estimated player quality with and without the drama manager is actually significantly closer than before. This is encouraging because the player’s actual evaluation changes very little as well.

Next, we consider the results of experiments conducted on Anchorhead. Figure 3 shows the histograms for experiments using the non-exploring player. Note that the use of the drama manager in this case actually produces a “negative shift” in the distributions according to the author’s evaluation function. This behavior is not unexpected. It can be explained by the “falling off” phenomenon discussed by Roberts et al. (2006). It is also interesting to note that the relative shape of the distributions according to the author and player are very similar despite the fact that their evaluation functions are defined over a different set of features.

Figure 3 alone is interesting; however, considered together with Figure 4 where the results of the experiments conducted using the player with the same set of features in Anchorhead are presented, we begin to see some interesting behavior. First, notice in Figure 4 that the shape and relative position of the author’s curves are similar. Additionally, in contrast to the previous figure, notice that the difference in shape and position of the player’s actual evaluation curves is much more significant than in previous experiments. Bearing that in mind, compare the shape and relative positions of the estimated curves with and without drama management in Figures 3 & 4. In Figure 3, where the difference between the player curves is less noticeable, the difference in the estimated curves is also slightly less noticeable. On the other hand, in Figure 4, where the difference between the player curves is more noticeable, the difference between the estimated curves is also slightly more noticeable.

To explore this relationship further, we compare the estimated curves for the non-exploring player and the player
with the same features in Anchorhead in Figure 5. This is a more detailed comparison of the estimated curves in Figures 3 & 4. As noted before, the difference between the player’s curves is more pronounced for the player with the same set of features than it is for the non-exploring player. In comparing the associated estimated curves in this figure, we see that this more pronounced difference is also observable in the estimated curves.

### Related Work

Space does not permit a thorough review of the growing body of literature on drama management. We direct the reader to the cited work on DODM or TTD-MDPs, and to Mateas (1999) and Roberts & Isbell (2007) for surveys.

With respect to incorporating player preferences in a drama management system, there has been some recent efforts, such as that of Sharma et al. (2007). In that work, a case-based reasoning approach is used to model “player preference.” The authors set their model apart from the models of “player behavior” that are the basis of work on DODM and TTD-MDPs. During game play, they identify relevant preference models in their “case base” by considering the sequence of plot points that have occurred. Each of these models has a preference score that is used to characterize quality from the player’s perspective. This preference score is obtained through actual player evaluation performed after an episode of game play. Additionally, the quality of the match between the current player and the model from the case base is used to skew the drama manager’s decision to include both authorial intent and player evaluation.

This approach to drama management appears to be the only one that explicitly targets player preference. Although promising, it has several drawbacks. Accurate elicitation of player preference through questions can be tricky at best. Further, player preference may be non-stationary and non-transferable (e.g., the player may change her preferences across episodes and one player’s preferences may not accurately model another’s). Lastly, evaluating the approach is difficult. If a player reports a good experience, it is difficult to tell if the cause is the drama manager, the author having specified a good narrative, or the player just being overly nice. In our work, we seek to avoid this complication by providing a computational approach to evaluating quality.

As for evaluation, there has been little work done with respect to drama management. One approach independent of a drama manager is that of Sweetser & Wyeth (2005). They propose a framework for modeling player satisfaction in games that is based on “game flow.” Their model has eight core features from game rhetoric literature that are intended to characterize player experiences: concentration, challenge, player skills, control, clear goals, feedback, immersion, and social interaction. While this model is compatible with our approach to evaluation, it is designed specifically for game analysis. In other words, it is designed to be a subjective criteria for experts to use as an evaluation framework for games. In that sense, it is a predictive model of player satisfaction, not a descriptive model as we seek to build. Still, the features used in that work could be used to estimate a player evaluation function instead of the author-defined features we used here. It remains to be seen how to provide a computational representation of some of their features, such as player skills. In addition to this work, Malone has proposed a set of heuristics for designing “fun” instructional games (1980).

In her thesis, Federoff (2002) provides a broad survey of other approaches to designing game experiences to maximize player satisfaction. She classifies the literature into three categories: (1) interface controls and display; (2) game mechanics and interaction; and (3) game play problems and challenges. Each of these categories is focused on system design, and not authorial quality. In this work, as in that of Sweetser & Wyeth, we seek to describe the satisfaction the player derives from the narrative quality of the game.

### Discussion and Future Work

One potential problem with this work is the need to have a large number of samples to perform regression accurately. This can be especially difficult when these samples must be obtained from an actual human player. Fortunately, there are some strategies for addressing these concerns. First, we would like to conduct experiments to determine the sensitivity of this approach to the number of sampled stories used as input for regression. Additionally, we believe we can further reduce this burden by considering the local decisions of the player; that is, we could look at the individual plot points, rather than stories, and try to estimate a function of their feature values based on the frequency of occurrences. As it is a simpler model, it requires fewer sampled stories.

Using frequency as the target for regression reveals that the use of the DM steers the player away from their normal habits. Unfortunately, this approach does not allow us to characterize the quality of that shift. In the case where the player has the same evaluation function as the author, one can see a large shift in quality; however, the direction of that shift appears to be opposite of what we would expect because any influence exerted by the DM will appear to be negative in terms of the estimated curve, as it will change the frequency of feature occurrences in a set of stories. In
future work, we plan to examine techniques that will allow us to overcome this limitation. Specifically, rather than look at the frequency of complete stories, we plan to leverage information from local decisions. For example, if the player frequently takes transitions to plot points that preserve location flow, we can try to learn a model of the player that weights that feature more heavily.

As noted before, player preferences can be non-stationary. For example, once the player has fully explored the game environment, she may hone in on certain parts of the game experience that she liked. Thus, any attempt to take user behavior into account—especially across repeated play—must use some form of online adaptation. We believe that considering local decisions will be important in realizing this goal.

In addition, once we have honed our approach and are better able to mirror the qualitative shift in the player’s actual evaluation function using our estimated evaluation function, we plan to incorporate this into the drama manager’s decision making. Considering a combination of the author’s evaluation and the player’s evaluation in fixing the target distribution for TTD-MDPs will allow a policy to be learned that can make the trade-off between authorial intent and the player’s autonomy to pursue her own goals.

Finally, we intend to run a series of user studies to validate the assumptions we have made about player preferences and player satisfaction.
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