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Abstract

We define interval-valued soft constraints, where users can associate an interval of preference values, rather than a single value, to each instantiation of the variables of the constraints. This allows us to model a form of uncertainty and imprecision that is often found in real-life problems. We then define several notions of optimal solutions for such problems, providing algorithms to find optimals and also to test whether a solution is optimal. Besides the usefulness of the algorithms, that can be the base for an environment where to reason with uncertainty, we here want to see if that most of the times these algorithms require the solution of a soft constraint problem. This means that it is possible to handle uncertainty in soft constraints without increasing the computational effort to reason with such problems. We also show that the same results hold if users are allowed to use multiple disjoint intervals rather than a single one.

Introduction

Constraints (Dechter 2003; Rossi, Beek, and Walsh 2006) are useful to model real-life problems when it is clear what should be accepted and what should be forbidden. Soft constraints (Bistarelli, Montanari, and Rossi 1997; Rossi, Beek, and Walsh 2006) extend the constraint notion by allowing several levels of acceptance. This allows to express preferences rather than (and besides) strict requirements.

However, in soft constraints, each instantiation of the variables of a constraint must be associated to a precise preference value. Sometimes it is not possible for a user of a soft constraint system to know exactly all these values. For example, a user may have a vague idea of the preference value. Also, a user may not be willing to reveal his preference, for example, for privacy reasons. In this paper we consider these forms of imprecision, and we provide a formalism and reasoning tools to handle them.

In particular, we extend soft constraints by allowing users to state an interval of preference values for each instantiation of the variables of a constraint. This interval can contain a single element (in this case we have usual soft constraints), or the whole range of preference values (when there is complete ignorance about the preference value), or it may contain more than one element but a strict subset of the set of preference values. We call interval-valued CSPs (or also IVCSPs) such problems.

In an IVCSP, a scenario is a soft constraint problem (SCSP) obtained by selecting a specific preference value from each interval. Also, given any solution $s$ (that is, a complete assignment of the variables) of an IVCSP, we can associate to it two preference values $L(s)$ and $U(s)$, obtained by combining all the lower bounds (resp., upper bounds) in the intervals that $s$ selects in the constraints.

Given an IVCSP, we consider several notions of optimal solutions. We first start with interval-based notions. For example, we define lower-optimal solutions, which are complete variable assignments $s$ such that there is no other assignment $s'$ with $L(s')$ better than $L(s)$. Such solutions are optimal in the worst scenario, that is, in the scenario obtained by selecting the lower bound in every interval. They are therefore useful in a pessimistic approach to uncertainty, since they outperform the other assignments in the worst scenario. We also define several other notions of optimal solutions, which may be interesting in other approaches to uncertainty.

We then provide algorithms to find such optimal solutions, and also to test whether a given solution is optimal. In most of the cases, finding or testing an optimal solution amounts at solving a soft constraint problem. Thus, even if our formalism significantly extends soft constraints, and gives users much more power in modelling his knowledge of the real world, in the end the work needed to find an optimal solution (or to test it is optimal) is not more than that needed to find an optimal solution in a soft constraint problem.

We then pass to more general notions of optimality, which do not refer to intervals but to more general ideas that apply whenever we have several scenarios to consider. For example, as in (Gelain et al. 2007), we consider necessarily optimal solutions, which are optimal in all scenarios, or possibly optimal solutions, which are optimal in at least one scenario. We also consider solutions that guarantee a certain level of preference in all (resp., some) scenarios, and we aim to find those that guarantee the highest level.

By relating these general notions of optimal solutions to the specific ones based on intervals, we are then able to provide algorithms to find or test optimal solutions according to these notions. Again, it is very important to notice that...
is the worst value and 1 is the best one.

A c-semiring \((A, +, \times, 0, 1)\) is said to be idempotent iff the combination operator \(\times\) is idempotent, i.e., for every \(a \in A\), \(a \times a = a\), while it is said to be strictly monotonic iff the combination operator \(\times\) is strictly monotonic, i.e., for every \(a, b \in A\), if \(a < b\) then, for every \(c \in A\), \(a \times c < b \times c\). If a c-semiring is totally ordered, i.e., if \(\leq_s\) is a total order, then the \(\oplus\) operation is just max with respect to \(\leq_s\). If the c-semiring is also idempotent, then \(\times\) is equal to min, and the c-semiring is of the kind used for fuzzy constraints (see below).

Given a c-semiring \(S = (A, +, \times, 0, 1)\), a finite set \(D\) (the domain of the variables), and an ordered set of variables \(V\), a soft constraint is a pair \((\text{def}, \text{con})\) where \(\text{con} \subseteq V\) and \(\text{def} : D^{\text{con}} \rightarrow A\). Therefore, a soft constraint specifies a set of variables (the ones in \(\text{con}\)), and assigns to each tuple of values of \(D\) of these variables an element of the c-semiring set \(A\), which will be seen as its preference. A soft constraint satisfaction problem (SCSP) is just a set of soft constraints over a set of variables.

A classical CSP is just an SCSP where the chosen c-semiring is \(S_{\text{CSP}} = \{\text{false, true}\}, \lor, \land, \text{false, true}\) . Fuzzy CSPs (Rossi, Beek, and Walsh 2006) are instead modeled by choosing the idempotent c-semiring \(S_{\text{CSP}} = \{0, 1\}, \max, \min, 0, 1\) : we want to maximize the minimum preference. For weighted CSPs, the strictly monotonic c-semiring is \(S_{\text{WCS}} = (\mathbb{R}^+, \min, +, +\infty, 0)\) : preferences are interpreted as costs from 0 to \(+\infty\), and we want to minimize the sum of costs.

Given an assignment \(s\) to all the variables of an SCSP \(P\), its preference, written \(\text{pref}(P, s)\), is obtained by combining the preferences associated by each constraint to the subtyping of \(s\) referring to the variables of the constraint: \(\text{pref}(P, s) = \Pi_{(\text{def}, \text{con}) \in C} \text{def}(s_{\text{con}})\) , where \(\Pi\) refers to the \(\times\) operation of the c-semiring and \(s_{\text{con}}\) is the projection of tuple \(s\) on the variables in \(\text{con}\). For example, in fuzzy CSPs, the preference of a complete assignment is the minimum preference given by the constraints. In weighted constraints, it is instead the sum of the costs given by the constraints. An optimal solution of an SCSP \(P\) is then a complete assignment \(s\) such that there is no other complete assignment \(s'\) with \(\text{pref}(P, s) <_S \text{pref}(P, s')\).

Interval-valued constraint problems

Soft constraint problems require users to specify a preference value for each tuple in each constraint. Sometimes this is not reasonable, since a user may have a vague idea of what preferences to associate to some tuples. In (Gelain et al. 2007) a first generalization allowed users to specify either a fixed preference (as in usual soft constraints) or the complete \([0, 1]\) interval. Thus an assumption of complete ignorance was made when the user was not able to specify a fixed preference. Here we generalize further by allowing users to state any interval over the preference set.

Given a set of variables \(V\) with finite domain \(D\), and a totally-ordered c-semiring \(S = (A, +, \times, 0, 1)\), an interval-valued constraint is a pair \((\text{int}, \text{con})\) where \(\text{con} \subseteq V\) is the scope of the constraint and \(\text{int}: D^{\text{con}} \rightarrow A \times A\) specifies an interval over \(A\) by giving its lower and upper
bound. If \( \text{int}(x) = (a, b) \), it must be \( a \leq s b \). In the following we will denote with \( l(\text{int}(x)) \) (resp., \( u(\text{int}(x)) \)) the first (resp., second) component of \( \text{int}(x) \), representing the lower and the upper bound of the preference interval. An interval-valued constraint problem (IVCSP) is a 4-tuple \( (V, D, C, S) \), where \( C \) is a set of interval-valued constraints over \( S \) defined on the variables in \( V \) with domain \( D \).

Figure 1 shows an IVCSP \( P \) defined over the fuzzy c-semiring \( ([0, 1], \max, \min, 0, 1) \), that contains three variables \( X_1, X_2, \) and \( X_3 \), with domain \((a, b)\), and five constraints: a unary constraint on each variable, and two binary constraints on \( (x_1, x_2) \) and \( (x_2, x_3) \). The figure shows the definition of each constraint, giving an interval for each variable assignment.

![Figure 1: An IVCSP.](image)

In an IVCSP, a complete assignment of values to all the variables can be associated to an interval as well, by combining all the intervals of the relevant tuples in the constraints.

Given an IVCSP \( P = (V, D, C, S) \) and an assignment \( s \) to all its variables over \( D \) the preference interval of \( s \) in \( P \) is \( [L(s), U(s)] \), where \( L(s) = \Pi_{t \in \text{int,con}} C_t(\text{int}(s_t)) \) and \( U(s) = \Pi_{t \in \text{int,con}} C_t(u(\text{int}(s_t))) \), and \( \Pi \) is the combination operator of the c-semiring \( S \).

Figure 2 shows all the complete assignments of the IVCSP in Figure 1, together with their preference interval. The details of the computation of the preference intervals are shown for \( s_1 \).

![Figure 2: Solutions of the IVCSP shown in Figure 1.](image)

Once we have an IVCSP, it is useful to consider specific scenarios arising from choosing a preference value from each interval.

Given an IVCSP \( P \), a scenario of \( P \) is an SCSP \( P' \) obtained from \( P \) as follows: given any constraint \( c = (\text{int}, \text{con}) \) of \( P \), we insert in \( P' \) the constraint \( c' = (\text{def}, \text{con}) \), where \( \text{def}(t) \in [l(\text{int}(t)), u(\text{int}(t))] \) for every tuple \( t \in D^{\text{con}} \). We will denote with \( S(P) \) the set of all possible scenarios of \( P \). The best scenario (\( BS(P) \)) (resp., worst scenario (\( WS(P) \)) of an IVCSP is obtained by replacing every interval with its upper (resp., lower) bound.

The preference interval of a complete assignment \( s \) of an IVCSP \( P \) contains all the preference values associated to \( s \) by the SCSPs in \( S(P) \). The inverse does not necessarily hold. That is, there may be values in the preference interval of \( s \) which cannot be obtained in any scenario. However, if the c-semiring is idempotent, then there is a one-to-one correspondence. In the general case, we can however prove that, if the preference interval of \( s \) is \([a, b]\), there exist at least a scenario where \( s \) has preference \( a \) and there exist at least a scenario where \( s \) has preference \( b \).

**Interval-based optimality notions**

Given an IVCSP, several notions of optimality can be given. Since an IVCSP presents a form of uncertainty, specified by the intervals, there are several ways to approach such an uncertainty. For example, one could be pessimistic or optimistic about the possible scenarios.

More precisely, given an IVCSP \( P = (V, D, C, S) \), an assignment \( s \) to the variables in \( V \) is said:

- **lower-optimal** iff, for every other complete assignment \( s' \), \( L(s) \geq L(s') \).

Thus, a lower-optimal assignment is better than or equal to all other assignments in the worst scenario. Therefore, lower-optimal assignments are useful in pessimistic approaches to uncertainty, since they outperform the other assignments in the worst case. We denote with \( \text{LO}(P) \) the set of the lower optimal assignments of \( P \). The IVCSP \( P \) of Figure 1 has \( \text{LO}(P) = \{s_1, s_4\} \).

- **upper-optimal** iff, for every other complete assignment \( s', U(s) \geq U(s') \).

Thus, an upper-optimal assignment is better than or equal to all other assignments in the best scenario. Therefore, it is useful for optimistic approaches to uncertainty. We denote with \( \text{UO}(P) \) the set of the upper optimal assignments of \( P \). The IVCSP \( P \) of Figure 1 has \( \text{UO}(P) = \{s_1, s_2\} \).

- **interval-optimal** iff, for every other complete assignment \( s', L(s) \geq L(s') \) or \( U(s) \geq U(s') \).

In words, an interval-optimal assignment is an assignment with either a higher or equal lower bound, or a higher or equal upper bound, w.r.t. all other assignments. This means that it must be better than, or equal to, all other assignments in either the worst or the best scenario. We denote with \( \text{IO}(P) \) the set of the interval optimal assignments of \( P \). The IVCSP \( P \) of Figure 1 has \( \text{IO}(P) = \{s_1, s_2, s_4\} \).

- **lower (resp., upper) lexicographically-optimal** iff, for every other assignment \( s' \), either \( L(s) > L(s') \) (resp., \( U(s) > U(s') \)) or \( L(s) = L(s') \) and \( U(s) > U(s') \) (resp., \( U(s) = U(s') \) and \( L(s) \geq L(s') \)).

Thus, lower (resp., upper) lexicographically-optimal assignments are the best assignments for a pessimistic (resp., optimistic) approach, where ties are broken optimistically (resp., pessimistically). We denote with \( \text{LOL}(P) \) (resp., \( \text{ULO}(P) \)) the set of the lower (resp., upper) lexicographically-optimal assignments of \( P \). The IVCSP \( P \) of Figure 1 has \( \text{LOL}(P) = \text{ULO}(P) = \{s_1\} \).

- **weakly-interval-dominant** iff, for every other assignment \( s', L(s) \geq L(s') \) and \( U(s) \geq U(s') \).

Thus, weakly-interval-dominant assignments are better than or equal to all others in both the worst and the best scenario. We denote with \( \text{WID}(P) \) the set of the weakly interval dominant assignments of \( P \). The IVCSP \( P \) of Figure 1 has \( \text{WID}(P) = \{s_1\} \).
• interval-dominant iff, for every other assignment \( s' \), 
\( L(s) \geq U(s') \).

Thus, interval-dominant assignments are better than or equal to all others in all scenarios. They are therefore very robust w.r.t. uncertainty. We denote with \( ID(P) \) the set of the interval dominant assignments of \( P \). The IVCSP \( P \) of Figure 1 has that \( ID(P) = \emptyset \).

Given an IVCSP \( P \), we have:

- \( \{UO(P) \cup LO(P)\} \subseteq IO(P); UO(P) \cap LO(P) = WID(P); ID(P) \subseteq WID(P); LLO(P) \subseteq LO(P) \) and \( ULO(P) \subseteq UO(P); ID(P) \subseteq \{LLO(P) \cap ULO(P)\} = WID(P). \),

- \( IO(P), LO(P), UO(P), LLO(P) \), and \( ULO(P) \) are never empty, while \( WID(P) \) and \( ID(P) \) may be empty.

- If \( ID(P) \neq \emptyset \), either \( ID(P) \) contains a single solution, or several solutions all with the lower bound equal to the upper bound and all equal to the same value.

**Finding and testing optimal assignments**

**Lower and upper optimal assignments.** To find a lower-optimal solution, it is enough to take the worst scenario and find an optimal solution. Similarly, to find an upper-optimal solution, we can take the best scenario and find an optimal solution. Thus finding assignments in \( LO(P) \) or \( UO(P) \) is as complex as solving an SCSP.

To test if an assignment \( s \) in \( LO(P) \) or in \( UO(P) \), it is enough to solve the SCSP representing the worst or the best scenario and to check if the preference of the optimal solution coincides with \( L(s) \) or \( U(s) \).

**Interval optimal assignments.** To find an interval optimal assignment, it is sufficient to find a lower optimal solution or an upper optimal solution, since \( \{UO(P) \cup LO(P)\} \subseteq IO(P) \), and both \( UO(P) \) and \( LO(P) \) cannot be empty. Thus finding assignments of \( IO(P) \) is as complex as solving an SCSP.

To test if an assignment \( s \) is in \( IO(P) \), if the combination operator is idempotent, we can find the solutions of the CSP obtained by putting together two CSPs obtained as follows: one is obtained by considering the worst scenario and by allowing only tuples with preference greater than \( L(s) \), the other one is obtained by considering the best scenario and by allowing only tuples with preference greater than \( U(s) \).

Then, \( s \) is in \( IO(P) \) if and only if this CSP has no solution.

If the combination operator is not idempotent, we can consider the SCSP with the same variables, domains, and constraint topology as \( P \), and defined on the c-semiring \( \langle A \times A, \{+, \times\}, \langle (A \times A, (0, 0), (1, 1) \rangle \), where \(+\) induces the strict ordering related to \(+\). Then, \( s \) is optimal in this SCSP if and only if it is interval-optimal.

**Lower and upper lexicographically optimal assignments.** To find the lower-lexicographically optimal solutions of an IVCSP \( P \) defined on c-semiring \( S \), let us consider the SCSP with the same variables, domains, and constraint topology as \( P \), and with c-semiring \( \langle A \times A, \{lex, \times\}, \langle (0, 0), (1, 1) \rangle \), where \( lex \) induces the ordering \( \geq_{lex} \) defined as follows: for each \( (a, a'), (b, b') \in (A \times A), (a, a') \geq_{lex} (b, b') \) iff \( a \geq b \) or \( a = b \) and \( a' \geq b' \). In words, the first component is the most important, and the second one is used to break ties. To find the upper-lexicographically optimal solutions, it is sufficient to consider the same SCSP as defined above except for the ordering which considers the second component as the most important. Thus, finding assignments in \( LLO(P) \) and \( ULO(P) \) is as complex as solving an SCSP.

To test if a solution \( s \) is in \( LLO(P) \), it is enough to find the preference pair, say \((p_1, p_2)\), of the optimal solution of the SCSP defined above and to check if \((L(s), U(s)) = (p_1, p_2)\). Similarly to test if a solution is in \( ULO(P) \).

**Weakly interval dominant solutions.** We know that \( WID(P) = LO(P) \cap UO(P) \). Thus a straightforward, but costly, way to find a solution in \( WID(P) \) is to compute all the optimal solutions of the best and the worst scenario and then to check if there is a solution in the intersection of the two sets. However, if the c-semiring is idempotent, this is not necessary. In fact, it is sufficient to do the following:

- to find the optimal preference levels of the best and worst scenario, say \( l_{opt} \) and \( u_{opt} \);
- to consider the CSP obtained from the worst (resp., best) scenario by allowing in the constraints only tuples with preference greater than or equal to \( l_{opt} \) (resp., \( u_{opt} \)); we will denote such two CSPs by \( P_1 \) and \( P_2 \);
- to solve the CSP obtained by putting together the constraints in \( P_1 \) and in \( P_2 \).

In this way, finding a weakly interval dominant solution amounts to solving two SCSPs and one CSP.

To test whether a solution \( s \) is in \( WID(P) \), it is sufficient to find the preference of the optimal solution of the worst and best scenarios, say \( l_{opt} \) and \( u_{opt} \), and to check if \( L(s) = l_{opt} \) and \( U(s) = u_{opt} \).

**Interval dominant assignments.** To find an assignment in \( ID(P) \), if the c-semiring is idempotent, we can

- compute the optimal preference of the worst scenario, say \( l_{opt} \);
- consider the CSP obtained from the best scenario by allowing in the constraints only tuples with preference greater than \( l_{opt} \);
- check the number of solutions of this CSP: if it has no solution, then \( ID(P) = LO(P) \), thus it is enough to find an optimal solution of \( WID(P) \); if it has one solution, then this solution is the only one in \( ID(P) \); if it has more than one solution, then \( ID(P) = \emptyset \).

Thus, we need to solve an SCSP and then one CSP.

To test if an assignment \( s \) is in \( ID(P) \), we can consider two cases. If \( L(s) \neq U(s) \), then, if the c-semiring is idempotent, we can take the best scenario and consider the CSP obtained by allowing only tuples with preference greater than \( L(s) \). This CSP has only \( s \) as solution if and only if \( s \) is in \( ID(P) \). If instead \( L(s) = U(s) \), we can check if \( s \) is an optimal solution of the best scenario.
Necessary and possible optimality

We will now consider more general notions of optimality, that are applicable to any setting where the lack of precision gives rise to several possible scenarios. We will then show how to exploit the interval-based notions of optimality introduced above to characterize these general notions.

Necessarily optimal solutions

Given an IVCSP $P = \langle V, D, C, S \rangle$, an assignment $s$ to the variables in $V$ is necessarily optimal if it optimal in all scenarios. Given an IVCSP $P$, the set of its necessarily optimal solution will be denoted by $NO(P)$.

Necessarily optimal solutions are very attractive, since they are very robust: they are optimal independently of the uncertainty of the problem. Unfortunately, the set $NO(P)$ may be empty. More precisely, given an IVCSP $P$, we have:

- $ID(P) \subseteq NO(P) \subseteq WID(P)$;
- if $ID(P) \neq \emptyset$, then $ID(P) = NO(P)$.

It is easy to see that an interval-dominated solution is a necessarily optimal solution. Moreover, if $ID(P) \neq \emptyset$, then the converse holds as well. In fact, every solution not in $ID(P)$ has at most preference equal to the lower bound of those in $ID(P)$ in all scenarios. If instead $ID(P) = \emptyset$, then it may be $NO(P) \neq \emptyset$. In our running example of Figure 1, we have $ID(P) = NO(P) = \emptyset$. However, consider the IVCSP $P$ over the fuzzy c-semiring with three variables $X_1$, $X_2$, and $X_3$, with domain $\langle a, b \rangle$ and with two constraints $c_1$ and $c_2$ such that $c_1 = \langle int_1, con_1 \rangle$ with $con_1 = \{X_1, X_2\}$, $int_1(a, a) = (0.4, 0.7)$, and $(0, 0)$ otherwise, while $c_2 = \langle int_2, con_2 \rangle$ with $con_1 = \{X_2, X_3\}$, $int_2(a, a) = (0.8, 1.0)$, $int_2(a, b) = (0.9, 1.0)$, and $(0, 0)$ otherwise. We have $ID(P) = \emptyset$ while $NO(P) = \{(a, a, a), (a, a, b)\}$.

Also, $NO(P) \subseteq LO(P)$, since, if $s$ is not lower-optimal, then in some (for sure the worst) scenario it is not optimal. Similarly, a necessarily optimal solution must be optimal also in the best scenario and thus $NO(P) \subseteq UO(P)$. This allows us to conclude that $NO(P) \subseteq LO(P) \cap UO(P) = WID(P)$.

To find a necessarily optimal solution, we can start by trying to find an interval-dominated assignment, since, if $ID(P) \neq \emptyset$, then $ID(P) = NO(P)$. To this purpose, we can use the procedure described in Section . If instead $ID(P) = \emptyset$, then, since $NO(P) \subseteq WID(P)$, we may check if $WID(P)$ is empty, since in such a case also $NO(P)$ is empty. If the previous steps do not allow us to conclude, we can compute set $WID(P)$ and, for each solution in such a set, to test if it is necessarily optimal (see below).

To test if a solution $s$ is necessarily optimal, we can check if $s$ is an optimal solution of an SCSP with the same c-semiring, variables, domains, and constraint topology as $P$, where we replace the interval of every tuple associated with $s$ with its lower bound and the interval of all the other tuples with their upper bound. If $s$ is not an optimal solution of this SCSP, then $s$ is not necessarily optimal. If the c-semiring is strictly monotonic, this is a necessary and sufficient condition. However, this is not so when the combination operator is idempotent.

Guaranteeing a level of preference in all scenarios

An assignment $s$ is necessarily of at least preference $\alpha$ if, for all scenarios, its preference is at least $\alpha$. The set of all solutions of an IVCSP $P$ with this feature will be denoted by $Nec(P, \alpha)$. In our running example, if we consider $\alpha = 0.5$, we have $Nec(P, 0.5) = \{s_1, s_2, s_4, s_6\}$.

If we are happy with a preference level of $\alpha$, elements in $Nec(P, \alpha)$ are what we want, since they guarantee such a preference level independently of the uncertainty of the problem.

We can observe that $s \in Nec(P, \alpha)$ if and only if $\alpha \leq L(s)$. Thus, testing whether a solution $s$ is in $Nec(P, \alpha)$ amounts at checking this condition, which can be done in linear time.

If the c-semiring is idempotent, the elements of $Nec(P, \alpha)$ are the solutions of the CSP obtained from $WS(P)$ by allowing only the tuples with preference at least $\alpha$. Therefore, to find a solution in $Nec(P, \alpha)$, it is sufficient to solve a CSP.

If the combination operator is not idempotent, we can solve the worst scenario and compute the preference level of an optimal solution, say $l_{opt}$. Then, $s \in Nec(P, \alpha)$ if and only if $\alpha \leq l_{opt}$. Thus, in the general case, we must solve an SCSP.

Let $\alpha_\ast$ be the maximum $\alpha$ such that there exists a solution in $Nec(P, \alpha)$. In our running example, we have $\alpha_\ast = 0.6$, and $Nec(P, 0.6) = \{s_1, s_4\}$.

It is possible to show that the elements in $Nec(P, \alpha_\ast)$ are the solutions of $LO(P)$. This implies $NO(P) \subseteq Nec(P, \alpha_\ast)$. Thus, to find a solution in $Nec(P, \alpha_\ast)$, it is sufficient to find an optimal solution of the worst scenario of $P$.

Possibly Optimal Solutions

An assignment $s$ is possibly optimal if it optimal in some scenario. The set of possibly optimal solutions of $P$ will be denoted by $PO(P)$. In our running example, we have $PO(P) = \{s_1, s_2, s_3, s_4, s_6\}$.

To find a solution in $PO(P)$, we can observe that $LO(P), UO(P), LLO(P), OLO(P)$ are all contained in $PO(P)$, and are never empty. Thus we may find an element in any of such sets.

To test if a solution $s$ is in $PO(P)$, if the combination operator is strictly monotonic, $s$ is in $PO(P)$ if and only if $s$ wins in the scenario where all its unknowns are set to the upper bound and the other unknowns to the lower bound. If instead the combination operator is idempotent, we have to consider the worst scenario and compute the preference level of its optimal solutions, say $l_{opt}$. Then $s$ is in $PO(P)$ if and only if $s$ wins in the worst scenario or in the scenario obtained by the worst one by raising all the unknowns of $s$ to the level $l_{opt}$ (if this is not possible, $s$ is not in $PO(P)$). Thus, finding or testing possible optimality requires solving an SCSP.
Guaranteeing a level of preference in at least one scenario

An assignment $s$ is **possibly of at least preference** $\alpha$ if there exists a scenario such that the preference of $s$ in that scenario is at least $\alpha$. The set of all solutions of an IVCSP $P$ with this feature will be denoted by $\text{Pos}(P, \alpha)$. In our running example, if we take $\alpha = 0.3$, we have $\text{Pos}(P, 0.3) = \{s_1, s_2, s_3, s_4, s_6, s_7, s_8\}$.

An assignment $s$ is in $\text{Pos}(P, \alpha)$ if and only if $\alpha \leq U(s)$. Thus, to test whether a solution is in $\text{Pos}(P, \alpha)$, it is enough to check this condition, that takes linear time.

To find an assignment in $\text{Pos}(P, \alpha)$, if the c-semiring is idempotent, we can consider the CSP obtained from the best scenario by allowing only the tuples with preference at least $\alpha$. Therefore, it is sufficient to solve a particular CSP.

Let $\alpha^*$ be the maximum $\alpha$ such that $\text{Pos}(P, \alpha)$ is not empty. In our running example, we have $\alpha^* = 0.9$ and $\text{Pos}(P, 0.9) = \{s_1, s_2\}$.

It is possible to show that $\text{Pos}(P, \alpha^*) = \text{uo}(P)$. Thus $\text{no}(P) \subseteq \text{Pos}(P, \alpha^*) \subseteq \text{po}(P)$. Thus, to find a solution in $\text{Pos}(P, \alpha^*)$, it is sufficient to find an optimal solution of the best scenario of $P$, and thus to solve an SCSP.

**Necessary and possible dominance**

Besides finding or testing for optimality, it may sometimes be useful to know if a solution dominates another one.

Given a scenario $S$, we say that a solution $s$ strictly dominates (resp., dominates) a solution $s'$ if and only if $\text{pref}(S, s) > \text{pref}(S, s')$ (resp., $\text{pref}(S, s) \geq \text{pref}(S, s')$) in the ordering of the considered c-semiring. Also, a solution $s$ **possibly dominates** a solution $s'$ if and only if there is at least one scenario where $s$ strictly dominates $s'$. Instead, a solution $s$ **necessarily dominates** a solution $s'$ if and only if, in all scenarios, $s$ dominates $s'$, and there is at least one scenario where $s$ strictly dominates $s'$.

In our running example, $s_1$ necessarily dominates $s_8$. In the best scenario, $s_2$ strictly dominates $s_4$, while in the worst scenario $s_4$ strictly dominates $s_2$. Thus $s_2$ possibly dominates $s_4$, and viceversa.

The maximal elements in the partial ordering given by the necessary dominance are the possibly optimal solutions. Also, the ”possibly dominates” ordering may have cycles (see the cycle between $s_2$ and $s_4$ in our example), thus it may have no undominated elements. However, if it has undominated elements, they are the necessarily optimal solutions.

To test if $s$ possibly dominates $s'$ we can set each interval associated with $s$ but not with $s'$ to its upper bound; let $\lambda$ be the combination of these values. Then we set each interval associated with $s'$ but not with $s$ to its lower bound; let $\mu$ be the combination of these values. Finally, we compare the preference values of $s$ and $s'$, by testing if the condition $\lambda \times u_1 \times \cdots \times u_k > \mu \times u_1 \times \cdots \times u_k$ holds for any selections of values $u_1, \ldots, u_k$ in the intervals of both $s$ and $s'$.

If we have strict monotonicity, testing this condition amounts to testing if $\lambda > \mu$. If we have idempotence, we can replace each $u_i$ with its upper bound, and then test the condition.

To test if $s$ necessarily dominates $s'$, we first check if $s'$ possibly dominates $s$. If so, we can conclude negatively. Otherwise, we check if $s$ possibly dominates $s'$. If so, we conclude positively, otherwise negatively.

**Final considerations**

Given an IVCSP $P$, the solutions in $\text{no}(P)$ are certainly the most attractive, since they are the best one in every scenario. However, if there is none, we can pass to consider the solutions in $\text{no}(P, \alpha)$: they may be suboptimal, but they guarantee a preference level $\alpha$ in all scenarios. If $\alpha$ is too low, and we feel optimistic, we can consider the solutions in $\text{pos}(P, \alpha^*)$: they guarantee it is possible to reach a higher level of preference, but not in all scenarios.

If we allowed users to associate to each partial assignment in the constraints not just a single interval, but a disjoint set of intervals, this would reduce the uncertainty of the problem. However, all the optimality notions would give the same set of optimals. The main reason for this result is the assumption of working with monotonic combination operators. This means that a level of precision greater than a single interval does not add any useful information when looking for an optimal solution.

This paper considers only totally ordered preferences. IVCSPs can be defined also for a partially ordered setting. We plan to extend the analysis of the optimality notions also to this more general setting.
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