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Abstract
We study the problem of ride sharing in road networks. Current approaches to this problem focus on simple bulletin board like services or on algorithms that do not allow to transfer. In this work, we present a solution with an arbitrary number of transfers that respects personal preferences of the users. We engineer the ride sharing problem by searching a graph that represents a timetable similar to those used for train networks. Our experimental analysis shows that our solution provides good performance and that it is significantly faster than a naive search. The algorithm achieves about an order of magnitude higher speedups over Dijkstra’s algorithm than what could be expected from previous work.

Introduction
Ride sharing is a popular way to share empty seats in a car for lower overall costs. Drivers offer a ride to the passenger, i.e. the rider. There exist a number of Internet services that provide the necessary matching between the two parties. Unfortunately, these systems are mostly simple solutions that mimic the behaviour of billboard systems, i.e., the feature set is small. For example, drivers have to fix routes in advance and riders are not able to make transfers between rides.

The paper is structured as follows. We give an overview on related literature as well as an introduction to single-hop ride sharing. Then, we explain the notion of multi-hop ride sharing. The modelling of our approach is explained and then assessed in an experimental evaluation. Finally, we provide a conclusion and an outlook into future work.

The contribution is two-fold. First, we show that the ride sharing problem can be solved by exploiting time-expanded graphs that are used for routing in transportation networks. Second, we give an efficient implementation that leverages Contraction Hierarchies, an efficient speedup technique to Dijkstra’s algorithm, for certain subproblems. Both, our modelling and the application of Contraction Hierarchies, allow us to tackle the resulting graph search problem by more expensive methods.

Related Work
Computing point-to-point shortest (or fastest) path queries in a graph has been solved by Dijkstra’s seminal algorithm [Dijkstra, 1959] since the early times of computer science. A road network is modelled as a graph \( G = (V, E) \) with \( |V| = n \) nodes and \( |E| = m \) edges. Each edge \( e \in E \) is associated with a cost \( c(e) \) that is required to traverse that edge. A path \( P \) is a sequence of edges that connects a sequence of nodes. The length of a path is denoted by \( l(P) \) and is the sum of its edge weights and \( \mu(s, t) \) is the length of a shortest path between \( s, t \in V \). For the sake of simplicity, consider that nodes are identified by their ID, i.e. \( a \in V \) is treated as a number if appropriate. While the running time of Dijkstra’s algorithm is clearly polynomial, it does not scale well to large instances, e.g. road networks of continental size. A well-tuned implementation still needs a few seconds for a single shortest path query on such a network even on today’s hardware. This is not feasible for real-time services.

\( A^* \) [Hart, Nilsson, and Raphael, 1968] is a heuristic improvement to Dijkstra’s algorithm for point-to-point queries. The search is guided towards the goal by following the path of lowest expected total cost. Each node \( v \) is associated with two cost functions:

- \( g(v) \) is the (tentative) distance from the source.
- \( h(v) \) is a lower bound of the distance to the target, also called potential.

Function \( h(v) \) must be an admissible heuristic, i.e. a node’s potential must not overestimate the distance to the target, i.e. \( \mu(s, v) + h(v) \leq \mu(s, t), \forall v \in V \). The order of the priority queue is then given by the sum \( f(v) = g(v) + h(v) \). An example for such an heuristic is the Euclidean distance which never overestimates the shortest path distance in a road network (with distance metric). \( A^* \) finds an optimal path if it exists, but it does not have strong worst-case guarantees on all graphs. Its performance depends on the accuracy of the heuristic. Goldberg and Harrelson [Goldberg and Harrelson, 2005] report on a number of variants of a sophisticated potential function based on landmarks and the triangle inequality. The observed performance on road networks is roughly an order of magnitude higher than Dijkstra’s algorithm depending on the test instance.

Contraction Hierarchies (CH) [Geisberger et al., 2012] is an exact speedup technique. It has a convenient trade-off be-
tween preprocessing and query time by exploiting the inherent hierarchy of a road network. CH shortcut all nodes of the graph in some order. Contracting means that a node is (temporarily) removed from the network and replaced by as few shortcut edges as possible to preserve shortest path distances. The resulting data structure of the Contraction Hierarchies preprocessing is the union of the original graph and the set of shortcut edges. A shortest path computation on this data structure is essentially a bidirectional version of Dijkstra’s algorithm that considers only edges to more important nodes, i.e. so-called upward edges. Note that this graph forms a directed acyclic graph (DAG) where edges only lead to more important nodes, i.e. nodes contracted later. The set of forward edges in this DAG is denoted by \( G^f \) and the set of reverse, i.e. backward, edges by \( G^r \). The length of a shortest path from node \( u \) to \( v \) in the forward (backward) search space is denoted by \( d^f(u, v) \) (\( d^r(u, v) \)). The only crucial difference to bidirectional Dijkstra is the stopping criterion of the bidirectional search that adds nodes into the priority queues until the tentative distance of an added node exceeds the lower bound that may exist for a shortest path. A shortest path goes over a middle node that is settled in both (half-)searches and for which CH guarantee correct labelling in both search directions.

Computing a table of all pairwise shortest path distance between a set of nodes can be trivially done by running a quadratic number of queries. While this is already significantly faster with Contraction Hierarchies than with a naive implementation of Dijkstra’s algorithm, this table can be computed much more efficiently with the algorithm of \[\text{Knopp et al., 2007}\]. The main observation is that when computing a quadratic number of pairwise distances a recurring set of important nodes gets settled in nearly all searches. The algorithm basically consists of two phases of half searches which we explain below. Consider a set of sources \( S \) and a set of targets \( T \). Also, consider an initialized, but empty distance table \( D \), i.e. all entries set to \( \infty \). In the first phase, a simple CH backward search is conducted for each node \( t \in T \). During each of these half searches, the pair \([t, d^l(v, t)]\) is noted for each settled node \( v \in G^r \). Thus, the algorithm notes the distances to the target nodes at each and every potential middle node that is settled during the backward search phase. The information that is stored at each node \( v \) is called a bucket \( b_v \), which is an unsorted, but dynamic array in practice.

In the second phase of the distance table computation, the forward searches are conducted for all nodes \( s \in S \). Whenever a node \( v \) is settled at distance \( d^l(s, v) \), its bucket \( b_v \) is scanned. Given a bucket element \([t, d^l(v, t)]\), the corresponding entry in the distance table \( D[s, t] \) is updated if the following condition holds:

\[
D[s, t] > d^l(s, v) + d^l(v, t).
\]

Note that this condition is tested for each bucket and every entry encountered during the second phase of the algorithm.

The search spaces are small. Hence, the size of the buckets will be small, as will be the number of nodes that carry a non-empty bucket at all. Computing such a distance table with the above algorithm is a matter of mere seconds since only \( O(|S| + |T|) \) half searches have to be conducted. The quadratic overhead to initialize and update the distance table entries is close to none in practice. It is easy to see, that computing a one-to-many (or many-to-one) query is a special case of the general algorithm to compute distance tables. We will use this algorithm in the description of single-hop ride sharing as was as our own method of multi-hop ride sharing from the subsequent section.

A related method is Transit Node Routing by \[\text{Bast, Funke, and Matijevic, 2009}\] which was recently simplified by \[\text{Arz, Luxen, and Sanders, 2013}\]. It exploits the observation that (almost) all long distance paths will enter an arterial network at some point. Queries are computed by getting to the entrance into this sub network quickly and combining it with information from a preprocessed distance table. Local routes that do not enter the arterial network are computed by a fallback algorithm. So, the preprocessing must compute this information. Somewhat similar is the method of Compressed Path Databases \[\text{Botea, 2011}\] that exploits similar properties in game graphs. Unfortunately, the preprocessing is super-linear and, thus, is unlikely to scale well in practice on graphs with millions of nodes and edges.

### Single-Hop Ride Sharing

The following method by \[\text{Geisberger et al., 2010}\] computes offers with the smallest detours with respect to a request. We give a short recapitulation of the method here.

An offer perfectly fits a request only if origin and destination locations of driver and rider are identical, but requirements are more diverse in reality. For example, drivers and riders make detours when meeting at a specific location. Assume that network distances resemble costs. A matching that considers these kind of detours is said to compute reasonable fits:

**Definition 1** An offer \( o = (s, t) \) and a request \( g = (s', t') \) form a reasonable fit if there exists a path \( P = \langle s, \ldots, s'_i, \ldots, t', \ldots, t \rangle \) in \( G \) with \( l(P) \leq \mu(s, t) + \varepsilon \cdot \mu(s', t'), \) with \( \varepsilon > 0 \).

In this setting, the driver is given an incentive to pick up the rider at their start location \( s' \) and to drop them off at their destination \( t' \). While trivial choices for the tuning parameter, e.g. \( \varepsilon = \infty \), make any match reasonable, a match is economically worthwhile if and only if there is an \( \varepsilon \) for which

\[
\mu(s, s') + \mu(s', t') + \mu(s', t') + \mu(t', t) - \mu(s, t) \leq \varepsilon \cdot \mu(s', t').
\]

(1)

holds. Again, we are assuming that network weights resemble traveling costs. It is easy to see that reasonable passengers will pay at most \( \frac{1}{2} \cdot \mu(s', t') \). Otherwise, it would be cheaper for the passenger not to join the ride at all. In other words, joining reasonable rides allows travelers to have costs lower than those associated with traveling alone.

Matching can be done in this setting by evaluating distances from a request to offers in the data base. For a dataset of \( k \) offers \( o_i = (s_i, t_i), \) \( i=1..k \), and a single request \( g = (s', t'), \) \( 2k + 1 \) shortest path distances \( \mu(s', t') \),
\( \mu(s_i, s') \) and \( \mu(t', t_i) \) are evaluated. The detour for offer \( o_i \) is \( \mu(s_i, s') + \mu(s', t') + \mu(t', t_i) - \mu(s_i, t_i) \).

The algorithm of [Knopp et al., 2007] is adapted to store preprocessed (half-)search spaces in buckets. For each \( s_i \) the forward search space \( G^+ \) is computed in advance and stored in the forward bucket each potential meeting node \( u \). Likewise, backward buckets are stored to speed up the computation of all \( \mu(t', t_i) \). The shortest path distance \( \mu(s', t') \) is computed separately. Queries are done by running a backward (forward) search from \( s' \) (\( t' \)) and checking against the forward (backward) bucket of each encountered node in the search space. Queries for a data base of \( 10^6 \) entries run in the order of 5-50 milliseconds depending on values for \( \varepsilon \). Unfortunately, the method is not easily generalizable to making transfers with efficient computation of minimum detours. Likewise, the offers are time-independent which makes it necessary to ignore bucket entries that are in the past or have too much waiting time to be reasonable. Also, it may be necessary to keep separate databases for each day. We refer the reader to the publication of [Geisberger et al., 2010].

Interestingly, [Abraham et al., 2012] provide a different variant of the single-hop ride sharing algorithm based on hub labeling using a technique called double-hub indexing. The query duration does not depend on the number of offers, but on the squared size of the label set of source and target nodes, which can be asymptotically less work.

**Multi-Hop Ride Sharing**

We like to give users of a ride sharing system even greater flexibility. Instead of allowing the riders to join one and only one driver, we allow them to transfer between drivers, i.e. ride with one driver for some time and then transfer to another one. The algorithm of Section can be extended to handle more than one hop by checking more distances, but this leads to a combinatorial explosion for all the pairwise distances that must be checked. But multiple hops may lead to connections that would have been impossible otherwise.

The paper is structured as follows. First, we present ideas on how to model multi-hop ride sharing in a merged setting of routing in a dynamic transport network with timetables on top of a road network. Furthermore, our model allows driver and rider specific preferences like maximum wait times and maximum detour. Second, we apply this model to develop an abstract representation of reasonable routes and describe the algorithms that add and remove offers, as well as the corresponding query algorithm to find best matches. Third and finally, we conduct an experimental study on the performance and quality of our solution.

**Modelling Multiple Hops.** As a first step to allow more realistic transfers, offers are now associated with a departure time and implicitly with an arrival time, too. To reduce complexity, we define a sufficiently high number of stations in the road network where riders switch the car, i.e. perform the hop. These are the start and endpoints of all trips. Therefore, multi-hop offers as well as multi-hop requests are represented by triples \( (s, t, \tau) \), where \( s \) is a start station, \( t \) a target station, and \( \tau \) the time of departure. The earliest arrival time at \( t \) is given by \( \tau' := \tau + \mu(s, t) \). Note that travel times on the road network are time-independent, whereas ride sharing on top of this network is modelled with time-dependency.

For now, we say that a driver has only one empty seat to share but that a rider can make several transfers. We note that a rider and driver may have to wait for some to actually join a ride. We denote the waiting time at station \( s_i \) for a given match \( m \) by \( \omega_m(s_i) \) and the duration of path \( P := (s_0, s_1, \ldots, s_t) \) by

\[
d(m) = d(P) := \sum_{i=0}^{t} (\omega_m(s_i) + \mu(s_i, s_{i+1})) .
\]

The raw travel time (without any waiting) \( \mu(s_1, s_t) := \sum_i \mu(s_i, s_{i+1}) \) is the sum of the individual travel times. As we are dealing with a scenario that accounts for departure and arrival times, we have to account for the fact that waiting periods must not be infinite. The rider should not have to wait too long for pick up. And the driver is usually already taking a detour to pick up the rider as argued previously. Thus, waiting times should be limited by a factor \( \delta \geq 0 \). It models the maximum percentage of time relative to the shortest path distance offer (request) that rider (or driver) are willing to wait in order to share the ride. We define reasonable delays for rider and driver:

**Definition 2 (Reasonable Delay)** A match \( m \) is said to have reasonable driver’s delay if the waiting does not exceed a relative threshold, i.e.

\[
\delta_d \geq \frac{d(P) - \mu(s, t)}{\mu(s, t)} = \frac{d(P)}{\mu(s, t)} - 1. \tag{2}
\]

Let \( r = (s', t', \tau, \delta_r) \) be a request for a set of offers \( O \) and \( P := (s_1, \ldots, s_n) \) a path where the potential (sub-)rides \( m_i = (s_i, s_{i+1}, \tau_i) \), fit together such that \( \tau_i + d(g_i) \leq \tau_{i+1} \) is called a fit. Likewise, a ride \( m \) is said to have reasonable rider’s delay \( \delta_r \) if the waiting does not exceed a relative threshold, i.e.

\[
\delta_r \geq \frac{d(P) - \mu(s_1, s_t)}{\mu(s_1, s_t)} = \frac{d(P)}{\mu(s_1, s_t)} - 1. \tag{3}
\]

It is called a reasonable fit if the driver and rider have reasonable delays and if the drivers detour is reasonable, too, as modelled in Equation 1 of the previous section.

In other words, a fit is a sequence of rides, that allows the rider to travel from the origin to the destination via (potentially) multiple hops. A fit that minimizes the rider’s delay \( \delta_r \) is called best fit. Figure 1 gives a visualization. The rider waits 5 minutes at \( s_1 \) and reaches the destination with a relative delay of \( \delta_r = 1/3 \).

**Slotted Time-Expanded Graph.** Our approach to ride-sharing and to finding a best fit has striking similarities to the problem of finding fastest train connections in a railway/timetable network. The drivers provide time-dependent connections between station through their offers, but note that the underlying road network is assumed to have static travel times.
We adapt the common technique of (simplified) time-expanded graphs [Pyrga et al., 2004] (TEGs). Such a graph models the timetable information into its topology. There exists a node for every event in the timetable, i.e., one node for every departure or arrival of a train. For every connection, there exists a train edge which connects a departure node of station $S_1$ with an arrival node of station $S_2$ at time $\tau$. Each edge is associated with a weight that is the travel time. Note that stations $S := \{s_1, \ldots, s_k\}$ is represented by sets of nodes and not by single nodes and the set of nodes is sorted according to the time of the event they represent. So-called transfer edges connect the time-ordered nodes of a station by edges to model waiting within the station. Our idea is to build a TEG whose edges that is a super set to all potentially reasonable fits which are induced by the set of offers. By potentially we mean that we insert an edge if there could be some later request for which it might be reasonable. We will give a more detailed explanation in the following sections.

A best multi-hop fit can then be computed by an earliest-arrival query in the resulting graph. A TEG is a directed and acyclic graph (DAG) since edges move forward in time. On one hand, it suffices to run a graph traversal like BFS on the graph to discover shortest paths. On the other hand, we prune the search space by a goal-directed graph search as we show in the following.

Travel itineraries are generally error-prone. Unexpected events like traffic conditions, accidents, severe weather, etc. make it hard to predict travel times with certainty. Shared rides are especially frail to delays as they are mostly organized between private partners that are all bound to a service level agreement. Thus, one may not assume exact travel times for our ride sharing approach. For that reason, we adapt the TEG concept to what we call a Slotted Time-Expanded Graph (STEG). Our idea is to introduce time-slots which chop continuous time into discrete and equal-sized ranges. We postpone departure and arrival events until the end of any time-slot. As a consequence, we are inserting waiting periods at the stations. This waiting period is a backup to compensate for unexpected delays while still being able to make a transfer. We formalize this description by the following definition:

**Definition 3 (Slotted Time-Expanded Graph (STEG))**
A STEG is a directed acyclic graph $G = (V, E)$ which maintains a time range of $t_s = s_1 \cdot s_e$, where $s_1 \in \mathbb{N}_+$ is the length of a time-slot and $s_e \in \mathbb{N}_+$ is the total number of slots. A node $u := (w, i) \in V$ resembles station $w$ at time-slot $i$. Directed edges $e := (u, v, o) \in E$, where $u := (a, i)$ and $v := (b, j)$, resemble (potential) rides with offer $o$ going from station $a$ to $b$ with respect to the corresponding time-slots, i.e. $i = \lceil \tau_a / s_1 \rceil$ and $j = \lceil \tau_b / s_1 \rceil$ for departure time $\tau_a$ and arrival time $\tau_b$. Transfer edges model waiting at the station such that a time-slot node of a station is connected to the next slot in time.

Adding an edge into a STEG implies that some waiting time may be added to an offer and we notice that rides that may have been reasonable without waiting may be rendered unreasonable, while the driven detour may still be perfectly fine. On one hand, this approach delays traveling by design, but on the other hand, it adds some reliability to making transfers and thus reflects an arguably more realistic scenario.

**Adding and Removing Offers.** Initially, we model an empty system with a set of stations $S$ that may resemble good meeting places in reality, e.g. designated parking lots and related venues. The STEG holds a node for each time slot per station and all transfer edges are present. When an offer is added to the system, we insert a number of edges into the STEG. An edge $e = (u, v, o)$ has to be added if the driver of offer $o$ could take some rider from $u$ to $v$ with reasonable detour and delay. While this could result in $|S| - 1$ outgoing edges for each offer’s departure node, we add only those edges that represent potentially reasonable routes. More precisely, we omit those edges that violate the driver’s delay and detour constraints.

Therefore, we introduce (hopefully smaller) sets $S_1$ and $S_2$ which resemble candidate sets. The sets exploit the triangle inequality and are defined as follows:

**Definition 4 (Reasonable Station Candidates)** Consider an offer $o = (s, t, \tau, \delta, \varepsilon)$ which specifies source, target, departure time, as well as upper bounds for delay and detour. Consider the set of all reasonable rides $G := \{(s', t') | s', t' \in S\}$ for offer $o$. A super set of the source stations from which reasonable routes depart for an offer $o$ is given by

$$S_1 := \{s' \in S \mid \mu(s, s') + \mu(s', t) \leq (1 + \delta) \cdot \mu(s, t)\}.$$  

A super set of the target stations at which reasonable routes arrive is given by

$$S_2 := \{t' \in S \mid \mu(s, t') + \mu(t', t) \leq (1 + \delta) \cdot \mu(s, t)\}.$$  

The definitions for both sets are very similar and it is easy to see that this superset covers all reasonable fits. The
needed distances can be computed easily by two one-to-
many queries on the underlying road network. If there ex-
ists a distance table for all pairwise distances between the
stations then a one-to-many query boils down to a column
(line) scan. Note that not all combinations in \( S_1 \times S_2 \) are
feasible for every offer. Therefore, we have to verify each
candidate before actually adding the edge. The complete al-
gorithm is given as pseudo-code in Listing 1.

Removing offers is necessary when a ride has been
matched or in case a driver wishes to retract the offer. Scann-
ing for edges to delete is cost intensive as it has to scan the
outgoing edge lists of \(|S|\) stations. Instead we do a lazy delete,
which means that we mark the offer itself as deleted and
simply ignore its edges. The deletion of edges is done
during queries where edges get scanned anyway and, thus,
the cost is amortized over later operations. We note that
mutual exclusion is necessary during deletion in a multi-
threaded system.

Matching. We compute a best fit for a given request by
running an earliest arrival query using Dijkstra’s algorithm
on the STEG as briefly mentioned before. Note that we can
still use the label setting variant of Dijkstra’s algorithm.
Consider that distances on the underlying road network are
available upon request. The query can be pruned at all nodes
that violate delay constraints. First, for every edge that is re-
examined during the search, we get a (tentative) value for the
target node of the edge. We do not insert nodes into the pri-
ority queue that violate any threshold, called pruning rule 1.
But we can also apply a second, more stricter pruning by us-
ing the underlying road network. For each settled node \( v \), we
compute the shortest path distance \( \mu(v, t') \) in the road net-
work graph. These distances can be looked up in constant
time in a table of all pairwise distances between stations.
We assume that we could leave \( v \) right away by a direct con-
ection to the target. Obviously, this straight connection is a
lower bound to the actual distance, i.e. an optimistic esti-
mate. If this lower bound path violates our constraints, we
do not relax any edges of \( v \), called pruning rule 2.

It is easy to see that both pruning approaches only dis-
card non-optimal nodes. Interestingly, the second approach is
an admissible heuristic for goal-directed search with \( A^* \)
as it never over-estimates the costs. We use this finding in
our implementation and its experimental evaluation in the
following section.

Experimental Evaluation. We implemented the above
data structures and algorithms in C++ using the GCC Com-
piler version 4.3.2 with full optimizations. The experiments
are done on a single core of Machine G. The test graph in-
stance is \textit{osm-germany-3}. We preprocess the road network
using the shared-memory parallel Contraction Hierarchies
processing of Vetter [Vetter, 2009]. A binary heap is used as
the priority queue data structure. In addition we compute a
distance table for all pairwise distances between the stations
used for pruning. This table is computed with the algorithm of
[Knopp et al., 2007].

In absence of realistic test data, we define rider and driver
to split costs evenly and to have equal preferences for de-
tour and delay, i.e. \( \delta := \delta_r = \delta_d \). We generate 10 000 sta-
tions for our data set. The locations of stations are selected
uniformly at random with the assumption that node density
strongly correlates with population density. Source and tar-
get locations for our trips are then drawn uniformly at ran-
don from the stations. According to a case study conducted
by the Federal Ministry of Transport, Building and Urban
Development of Germany [Bundesministerium für Verkehr,
2008] the vast majority of trips take place during the day be-
tween 6 am and 8 pm. We pick the departure time of any trip
to be from this interval to simulate a single day. The length
of a time slot in the STEG is 30 minutes. This gives an ex-
pected waiting time of 15 minutes at the station which we
see as reasonable. Since the starting time of all slots are syn-
chronous, it suffices to represent edge weights by a multiple
of the slot length.

We present three experimental results. First, we evaluate
the number of edges inserted into the STEG depending on
reasonable values for the delay factor \( \delta \) and for the detour
factor \( \varepsilon \). We add 1 000 random offers and average over the
number of inserted edges. Figure 2 gives a plot of the results.
Note the logarithmic scale of the y-axis. We observe on the
left hand side of Figure 2 that varying \( \varepsilon \) has a significant
effect on the number of edges even when the allowed delay
is high. On the right hand side, we observe that there is a
point where further increasing the delay \( \delta \) hardly increases
the number of inserted edges. This appears to be true for all
curves, i.e., all plotted maximum detours. As a rule of thumb
we can say that it happens when maximum detour and delay
thresholds are equal (\( \delta \approx \varepsilon \)).
Second, we experiment on the matching rate against a given set of requests. We insert 10,000 random offers into the STEG. We vary the thresholds for allowed detour and delay, while we look into the impact of a threshold on the number of hops as well. Again, we assume that driver and rider have a common interest and share the same delay and detour factors. Figure 3 reports on these experiments. We observe that the matching rate depends on the maximum allowed delay as a larger threshold makes less attractive rides reasonable. The higher the threshold, the more edges are inserted into the STEG and finding a suitable path in a dense graph is more likely than in a sparse one. As expected, we see the best matching rates at $\delta = 0.5$. We see a steep increase in the fraction of matched rides when increasing from $\delta = 0.1$ to $0.2$ and after that increases are not as significant.

On the right hand side of Figure 3 we fixed the delay to the reasonable value $\delta = 0.2$ and look at the matching rate depending on the number of allowed hops. Results for other values of $\delta$ are similar. We manage a hop counter that is increased only when sharing a ride. It is not increased for transfer edges. (Nodes are not inserted into the priority queue if their hop count exceeds $h \in \{1, 2, 3, 4, \infty\}$ in the respective experiment.) We see a significant increase in the matching rate when going from one hop to two hops, but we do not see any significant changes when further increasing the hop count. This means that searching for shared rides with three or more hops does not give significantly better results on average. We are surprised by the negligible improvements of more hops.

Third, we evaluate the performance of offer insertion as well as matching of queries. Removing an offer takes constant time as it just sets a flag in the list of offers and removes its edges in subsequent query operations, when they are encountered. We insert 10,000 randomly generated offers into an empty STEG and run the same amount of random queries against it without removing matched rides. Note that the space of the STEG has been preallocated to avoid costly resize costs of the underlying basic data structures. The expected number of inserted edges per inserted offer is known from the previous experiment and we reserve 25% more space to be on the safe side. We implement Dijkstra’s algorithm for comparison. Our implementation prunes the search such that it does not insert any nodes into the queue that violate the delay constraints by pruning rule 1. Our implementation
of $A^*$ on the other hand uses a distance table of all stations to look up lower bounds for goal direction and also prunes the search when it reaches a node that can be proven as sub-optimal by pruning rule 2.

Figure 4 reports on these experiments, where the query is run with $A^*$. On the left hand side of the figure, we observe that there is a significant difference between the results for $\delta = 0.1$ and $\delta = 0.2$ with respect to query time. The query time seems to be rather stable for lowest delay threshold independent of the detour, while the query time rises significantly for larger threshold values of detour and delay. But this is expected behavior as the search space of the shortest path query is small for $\delta = 0.1$. On the other hand, it is significantly larger for higher values of $\delta$ and we also see an amplification effect: The number of inserted edges is higher and the search is pruned at later distances. One effect adds to the other. On the right hand side of Figure 4, we see the time necessary to add an offer on average. We observe that the times are mostly independent of the maximum detour $\varepsilon$ but that it depends on the value of $\delta$. This is expected behavior the number of edges per offer depends on $\varepsilon$ and most of the work that is done during insertion operations is to add edges into the graph.

Table 1 reports on the experiment that compares path searches with Dijkstra’s algorithm to our $A^*$ variant with pruning by lower bounds on the distance. As we preprocess the distance table beforehand, getting a lower bound for a distance to a target requires just one memory access. This single access is virtually for free during the search process compared to the overall number of memory accesses that are necessary. We observe speedups over Dijkstra’s algorithm of 75–140. This is about an order of magnitude more than what we would expect from previous work, e.g. [Bauer, Delling, and Wagner, 2010; Delling, 2009] report factors of 7.0–8.5 when evaluating the performance of uniALT on a long distance timetable network. While it is not surprising to see a speedup of $A^*$ over Dijkstra’s algorithm, we note that it is significant. This is due to the good lower bounds that we achieve by preprocessing a large scale distance table on top of a road network. The observed speedups vary because the graph remains relatively sparse at first, i.e. $\delta = \varepsilon = 0.1$. Increasing to $\delta = \varepsilon = 0.2$ infers more than order of magnitude of additional scanned edges for our $A^*$ variant. This is due to the amplification effect explained before. When further increasing the threshold value, the graph becomes even more dense and as a result the goal direction of our algorithm becomes more efficient. The query times of our search are at most just above half a second in all experiments, which can be arguably seen as fast enough for an online service in practice. This is especially true for tighter constraints. We see that the parameters give a convenient trade-off between query time, size of the data structure and matching rates.

**Practical Considerations.** Note that we expect users of such a system to attribute themselves to a number of nearby stations within their reach. Generally, fixed source and target stations are replaced by small sets of sources and targets that are close to the drivers real location(s). These sets are generated by one-to-many queries, e.g., to the next $k$ stations, or more realistically by a multi-modal, multi-criteria one-to-many search, e.g., by adapting the algorithm of [Delling et al., 2013]. When generating sets $S_1$ and $S_2$ we adapt the pruning to include feasible stations and in the subsequent pairwise verification, we adapt the check if a pair is reasonable. For a rider, we adapt our path search by starting simultaneously from a set of sources and stop once a reason-
able target station has been settled. The search is then started from these nodes simultaneously. The stopping criterion is adapted to stop the search once a suitable target station has been settled. Pruning the search is adapted likewise.

Time-dependency of the underlying road network can be handled as well. For example, the time-dependent variant of Contraction Hierarchies [Batz et al., 2013] is able to serve (nearly) as a drop-in replacement for the underlying speedup-technique. We note that edge weights between stations in the STEG must be computed with the time-dependent routing, but an approximated time-dependent distance table that only stores distances for the departure times, i.e. end of time-slots, is relatively easy to compute. This approximated and time-dependent distance table can then also serve to compute the lower bounds that are necessary for pruning the time-dependent path search.

It is also possible to model more than one rider per driver. In this case, a driver has a certain capacity that is associated with an offer. Once a rider joins in, we remove this offer from the system and (if capacity permits) add two new offers with adjusted thresholds for detour and delay, and with decreased capacity. The first offer resembles the path from the drivers source to the first pickup point, while the second offer resembles the ride from the drop-off location of the rider to the drivers target location. Note that the thresholds must be set relative to the already matched ride.

Mandatory waiting at a station is modelled for the driver by choosing a later target for inserted edges. It is easy to model such waiting times for riders by adapting the search.

**Conclusion and Future Work**

We presented an engineered graph search that solves the time-dependent multi-hop ride sharing problem with a fixed set of stations. The contribution is two-fold. First, we introduced a modelling of multi-hop ride sharing where users travel between a number of stations that is related to timetable networks for public transportation. Our approach allows a rider to reach a destination via a number of transfers. Second, we developed data structures and algorithms to efficiently compute matches. The application of Contraction Hierarchies to compute a distance table gives highly effective lower bounds to $A^*$ search. This results in a speedup over Dijkstra’s algorithm that is about an order of magnitude higher than what could be expected from previous work. A table with tight upper bounds to the distances can be used to further prune the search, but the impact, if any, needs to be evaluated in future work. It may prove useful when building on top of a time-dependent road network, though.

We evaluated the practicability of the algorithm with respect to the influence of tuning parameters and observe significant speedups as well as reasonable matching rates. These tuning parameters allow trade-offs between efficiency of insertion and query operations as well as the solution quality. One interesting result of our algorithm is that increasing the number of transfers to more than two does not lead to significantly superior results on average anymore. It will be interesting to see if this holds true for a substantially increased number of stations or not.

We would like to add more realistic modelling in the future. For example, we would like to explore an augmented multi-modal scenario that does not feature a single mode of transport but multiple ones, or even alternative routes [Luxen and Schieferdecker, 2012]. Additionally, we want to go beyond car sharing and integrate more sophisticated features such as car rental as well as public transportation, which are important means of transportation in metropolitan areas.
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