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**Abstract**

The traditional focus of combinatorial search research is to speed up the search algorithm. An alternative, however, is to create a sparser representation of the search space. This relates to the idea of spanners from graph theory. These are subgraphs which retain paths between any two vertices of the original graph while guaranteeing a maximum stretch in path length. In practice, the path degradation of graph spanners is significantly smaller than the theoretical bound. Even so, expected path degradation of graph spanners is typically not studied. This work focuses on grid path-finding to propose an algorithm that constructs a grid spanner, where analysis for the obstacle-free case shows that significant performance gains can be achieved with a small decrease in expected path quality. This is an important first step towards studying the expected performance of spanners. Experiments on game maps show that expected path quality with obstacles is only sometimes marginally lower than that in the obstacle-free case and that a significant reduction in the size of the search space can be achieved.

**Introduction**

There is extensive research into improving the efficiency of A* (Hart, Nilsson, and Raphael 1968), such as suboptimal search (Thayer and Ruml 2011) or anytime methods that quickly return suboptimal paths and refine them over time (Likhachev, Gordon, and Thrun 2004). Lifelong planning (Koenig, Likhachev, and Furcy 2004) instead retains information to speed up subsequent searches, and is helpful in static or near-static environments.

An alternative approach follows a hierarchical representation of the search spaces to balance the trade-off between optimality and search speed (Uras and Koenig 2014; Pochter et al. 2010; Sturtevant and Buro 2005; Botea, Muller, and Schaeffer 2004; Storandt 2013). This is related to motion planning methods that provide approximate, sparse representations of the search space (Marble and Bekris 2011; Wang, Balkcom, and Chakrabarti 2013; Shahrabani et al. 2013; Dobson, Krontiris, and Bekris 2013; Marble and Bekris 2013; Dobson and Bekris 2014). Similar to this reasoning, this work studies the sparsification of an input grid during a preprocessing step and shows that by implicitly constructing a grid spanner (Liestman and Shermer 1993), search time can be greatly improved. A motivating application is the construction of sparse representations for video game maps.

A grid spanner is defined to be a graph spanner (Peleg and Schäffer 1989) over a grid. A graph spanner of a graph \( G = (V, E) \) is a subgraph \( H = (\overline{V}, \overline{E}) \), such that shortest path lengths in \( H \) are bounded by the corresponding shortest path lengths in \( G \), i.e., \( (\forall_{u,v \in V}) d_H(u, v) \leq \alpha \cdot d_G(u, v) + \beta \) (Baswana et al. 2010). In general, such bounds provide a worst case multiplicative bound on path length, \( \alpha \), called the stretch of the spanner. A path’s degradation will refer to the ratio of path length \( d_H(u, v) \) over the original path length \( d_G(u, v) \). While a graph spanner can only guarantee that no path has degradation larger than \( \alpha \), in practice, most paths are significantly better than the worst case. In fact, most paths are often very close to optimal. Thus, an expected case analysis of graph spanners provides a significantly better estimate of path quality.

Expected case analysis, however, remains largely unstud-
ied for graph spanners. Previous work in grid spanners focused on the average degree of nodes, rather than the average stretch (Liestman and Shermer 1993). Work on the average stretch for spanning trees reasoned in terms of edge hops rather than edge weights (Elkin et al. 2008). As a step towards general expected case analysis for graphs, this work proposes a grid spanner construction and provides an expected-case analysis for an obstacle-free scenario. The proposed construction partitions the grid into cells, which are then sparsified, creating a hierarchical structure. Paths on this spanner traverse a sparser grid structure as in Figure 1.

To solve problems with obstacles, this paper describes a methodology that extends the grid spanner idea. Experimentally evaluating the cost of searching over the proposed grid spanner construction yields performance benefits with little path degradation, and correlates well with drawn approximations for the expected degradation. This results in a significant decrease in the size of the search space, while producing high-quality paths.

Obstacle-Free Case

This work considers a specific grid spanner construction, which will be generalized later. Using this construction, it will be possible to show how sparse the resulting structure is, and then proceed to analyze the expected path degradation for paths through the grid spanner.

Grid spanner construction: The construction partitions the grid into \( k \times k \) cells, where \( k \) is an even natural number, sparsifies each cell, and maintains graph connectivity. The borders of the cells define a subgraph referred to here as the low resolution grid. The following discussion analyzes the expected path degradation of such a spanner with \( k = 4 \).

Consider a square, 2-dim \( n \times n \) lattice graph. Figure 2 (left) shows the \( 4 \times 4 \) cells, where the low resolution grid is outlined. The construction replaces each of the \( 4 \times 4 \) cells in the full grid with the modified cell depicted in Figure 2 (right). This structure bounds the distance from any node to the boundary by \( \frac{k}{2} \), and is generalizable to arbitrary \( k \). Examples for larger \( k \) can be seen in the next section.

Notice that any path on this spanner can be decomposed into sections that traverse the inside of at most two \( 4 \times 4 \) cells and that traverse the low resolution grid. Searching for a path is hierarchical:

- First get onto the low resolution grid.
- Then find a path from the start cell to the goal cell.

Sparseness of the structure: First, we compute the number of edges that are pruned by this construction to show the reduction of the search space size. The proposed spanner retains only \( \frac{1}{2} \) of the full grid’s edges, i.e., already close to the number of edges of a spanning tree for large numbers of vertices. Further analysis shows that only \( \frac{2}{5} \) of the nodes are considered during a search on the spanner.

The number of nodes can be reduced further by understanding that nodes between intersection points on the low resolution grid only need to be considered in a search if one of those nodes is the goal. The path has no choice at these nodes but to proceed in one direction. If we only count intersection nodes on the low resolution grid, we find that the search space is reduced by a factor of \( \frac{5}{9} \).

Approximating expected degradation: To compute the average multiplicative stretch in the low resolution grid, it is necessary to (a) first find the average degradation among all paths with degradation, (b) count the number of paths with degradation, and then (c) calculate a weighted average among all paths with degradation and paths without degradation. The analysis follows from the fact that any path with degradation must exist within a row or column of \( 4 \times 4 \) cells. An approximation for the average multiplicative degradation on the low resolution grid has the following form:

\[
\alpha = 1 + O\left(\frac{\log(n) + n}{n^2}\right)
\]

(1)

This is an under-approximation but it is close to the real average on the low resolution grid. Figure 3 shows how the approximation compares to the actual average degradation on the low resolution grid. Notice that the worst case degradation is \( \frac{2}{9} = 1.667 \), which is significantly larger than the scale of the plot. The additive term incurred by traversing the cells is at most \( k \), \((k = 4 \text{ in the } 4 \times 4 \text{ case})\). Then, for the \( 4 \times 4 \) case, we have: \( (\forall u,v \in V) \ d_H(u,v) = \alpha \cdot d_G(u,v) + 4 \), where \( \alpha \) comes from Eq. 1.

Figure 2: Left: Full grid with \( 4 \times 4 \) cells. Right: the modified \( 4 \times 4 \) cell.
General Case

The construction can handle obstacles by bordering them with edges, i.e., if a path encounters an obstacle, it can move along its boundary. Experiments show that path degradation increases slightly for low obstacle densities but then significantly decreases for higher densities as expected at the expense of the relative sparseness (Figure 4).

Let the average degradation be $\bar{d}$, where $a$ is the sum of the degradations of all paths, and $b$ is the number of paths. Any obstacle will eliminate paths. In the worst case, all paths to and from the blocked node have no degradation. Since the average degradation must be at least 1, $\bar{d} \geq \frac{a-n^2}{b-n}$, the new average degradation after adding the obstacle is larger than the average degradation without the obstacle, which increases average degradation with obstacles.

Obstacles can also block paths that are unique on the spanner, but not unique on the full grid; if the path is unique on the spanner, blocking it will require a longer detour, while the length on the grid stays the same. However, since we are bounding obstacles with edges, the average degradation quickly drops with increased obstacle density. The number of retained edges significantly increases with higher obstacle density, implying the construction is more beneficial in search spaces with few obstacles.

From $4 \times 4$ cells to $k \times k$ cells:

As $k$ gets larger, the average degradation on the low resolution grid decreases; however, the additive term increases.

Furthermore, with larger $k$, there is less redundancy in paths in the low resolution grid. Thus, obstacles will affect path degradation more than they do in the $4 \times 4$ case. We expect to see a slow decrease in the number of edges pruned; the $4 \times 4$ case prunes $\frac{4}{n}$ of the edges for large $n$: close to the limit for retaining connectivity of $\frac{1}{2}$.

Figure 5 depicts the generalization. The structure in Figure 5 (right) compose the $6 \times 6$ cell. Cells of any size can be decomposed into a similar, easily determined pattern.

Experiments

This construction was implemented given the HOG2 repository using commercial maps from StarCraft, Warcraft 3, Baldurs Gate, and Dragon Age (Sturtevant 2012). Experiments were conducted also with room maps, mazes, and maps with random obstacles. They called $A^*$ search on the full grid and on the proposed spanner.

Path length, runtime, and number of expanded nodes are the metrics considered in the evaluation of the proposed spanner. For each map, we performed measurements for at most 73 paths using a variety of path lengths. The goal of using the spanner is to reduce query times by reducing the size of the search space, while keeping the path length as similar to the optimal path as possible. Measuring path lengths shows how close to optimal the computed paths are. Measuring the number of expanded nodes provides an idea at how well the spanner reduces the search space, and measuring the run times illustrates how well the spanner performs in practice.

To best work with the existing infrastructure in the repository, we implemented this construction by modifying the $A^*$ implementation, such that it only considers nodes that would be in our spanner. Our implementation attempts to minimize the number of expanded nodes in a search. One way to do this is by searching strictly in a hierarchy. First, a path is found from the start point to the low resolution grid.
Then, a path is found from the end point to the low resolution grid. Finally, a path is computed on the low resolution grid. When planning a path on the low resolution grid, nodes that are within a cell are not expanded, unless an obstacle on the low resolution grid makes it necessary. Thus, while the optimal path might exist on the spanner for obstacle-dense maps, this search algorithm might not find it, because the optimal path might involve cutting through cells to take shortcuts induced by obstacles. Furthermore, we do not expand nodes between intersection points on the low resolution grid, unless there is an obstacle or goal between the two intersection points. Since we are not expanding nodes within cells, there is no reason to expand the nodes between intersection points if there is no obstacle or goal between them.

The construction significantly reduced the size of the search space, improving running time for maps with large open areas. Our construction performed poorly on maps with random obstacle distribution, as expected. The optimal path might involve taking shortcuts constructed by obstacles, which our search algorithm does not consider in order to significantly reduce the number of nodes expanded in instances where the existence of such shortcuts is unlikely.

We found that gains in running time were clearer when only looking at data for longer paths (paths on the order of 500 units in length or longer). For extremely small paths, such as ones that start and end within a cell, we expect to see increases in running time. If a path starts and ends in the same cell, then the path has to first leave the cell, traverse the low resolution grid, and re-enter the cell. For slightly longer, but still small paths, running times for regular A* on the full grid is on the order of tens of microseconds. In these cases, the additional logic involved in our implementation to avoid expanding nodes not part of our spanner is likely to increase run times. While the ratios of the expanded nodes might be significant, the actual difference in number of expanded nodes is likely not enough in shorter paths to offset the cost incurred by additional logic.

Figure 8 shows the difference in the searched space between our construction and the full grid on maps with sections of low obstacle density. This figure shows the spanner with \(4 \times 4\) cell size.

Figure 9 shows how the spanner performs on a map with randomly placed obstacles. In this case, the spanner is still using a \(4 \times 4\) cell size, and the map has 10% obstacle density.

### Discussion

This work proposes a new spanner construction for grids that works well on maps that have areas with few obstacles. For the case with no obstacles, theoretical analysis for a spanner with \(4 \times 4\) cell size shows that the spanner is sparse, meaning that \(\frac{4}{5}\) of the edges are pruned, while having low expected path degradation. This means that for large maps, the length of a path on the spanner is expected to be within 4 units of 1.002 times the path length on the full grid. For maps with open areas, the spanner significantly reduces query times and the number of nodes expanded in a search.

While experiments show where the method succeeds, it also illustrates where it is lacking. The spanner performs poorly on mazes and maps with random obstacle distribution; running times can increase on maps with random obstacle distribution. Ideally, maps using the proposed approach in practice would make sure during the preprocessing step to only use it in open areas. For maps with open areas, performance gains are seen for the vast majority of paths and are
more prominent for longer paths.

One direction for future research is generalizing this construction to multiple dimensions. Multi-dimension path planning has applications in many areas, such as motion planning and manipulation. Furthermore, by performing the expected case analysis, this work is a first step for expected path degradation analysis on general graph spanners.
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